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EXECUTIVE SUMMARY

This document overviews the state-of-the-art approaches of hardware platforms for Deep Learning
accelerators for HPC systems, according to the main objectives described in the milestone #4, Spoke 1
- Flagship 2 WP2: Flagship on heterogeneous acceleration, architecture, tools, and software (Leader:
POLIMI).

Recent trends in deep learning (DL) imposed hardware accelerators as the most viable solution for
several classes of high performance computing (HPC) applications such as image classification, com-
puter vision and speech recognition. This survey summarizes and classifies the most recent advances
in designing DL accelerators suitable to reach the performance requirements of HPC applications. In
particular, we highlight the most advanced approaches to support deep learning accelerations includ-
ing not only GPU and TPU-based accelerators, but also design-specific hardware accelerators such as
FPGA-based and ASIC-based accelerators, Neural Processing Units, RISC-V based accelerators and co-
processors. The survey also describes accelerators based on emerging memory technologies and com-
puting paradigms, such as 3D-stacked Processor-In-Memory, non-volatile memories (mainly RRAM and
PCM) to implement in-memory computing, Neuromorphic Processing Units and accelerators based on
Multi-Chip Modules. The survey classifies the most influential architectures and technologies proposed
in the last 20 years, with the purpose to offer to the reader a wide perspective in the rapid evolving field
of deep learning. Finally, this survey provides some insights on the future challenging trends in DL
accelerators.

The survey is structured in different categories and sub-categories belonging to the areas of computer
architectures and hardware design. We start with Section 2 by providing an overview of deep learning
concepts and terminology. In Section 3, we then review the most significant acceleration solutions based
on GPUs and Tensor Processing Units. Section 4 introduces three types of hardware-based accelerators:
FPGA-based, ASIC-based and accelerators based on the open-hardware RISC-V Instruction Set Archi-
tecture. Section 5 describes DL accelerators based on emerging computing paradigm and technologies.
A final discussion on future trends on DL accelerators can be found in Section 6.
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Recent trends in deep learning (DL) imposed hardware accelerators as the most viable solution for several
classes of high performance computing (HPC) applications such as image classi�cation, computer vision
and speech recognition. This survey summarizes and classi�es the most recent advances in designing DL
accelerators suitable to reach the performance requirements of HPC applications. In particular, we highlight
the most advanced approaches to support deep learning accelerations including not only GPU and TPU-based
accelerators, but also design-speci�c hardware accelerators such as FPGA-based and ASIC-based accelerators,
Neural Processing Units, RISC-V based accelerators and co-processors. The survey also describes accelerators
based on emerging memory technologies and computing paradigms, such as 3D-stacked Processor-In-Memory,
non-volatile memories (mainly Resistive RAM - RRAM and Phase Change Memories - PCM) to implement
in-memory computing, Neuromorphic Processing Units and accelerators based on Multi-Chip Modules. The
survey classi�es the most in�uential architectures and technologies proposed in the last 20 years, with the
purpose to o�er to the reader a wide perspective in the rapid evolving �eld of deep learning. Finally, this
survey provides some insights on the future challenging trends in DL accelerators.

1 INTRODUCTION
Since the advent of the Exascale era, we have witnessed the convergence between High Performance
Computing (HPC) and Arti�cial Intelligence (AI). The ever increasing computing power of HPC
systems and their ability to manage large amounts of data made the development of more and more
sophisticated machine learning (ML) techniques possible. Deep Learning (DL) is a subset of machine
learning and uses arti�cial Deep Neural Networks (DNNs) with multiple layers of arti�cial neurons
to attempt to mimic the human brain behavior by learning from large amounts of data. Thanks to
technological and architectural improvements, not only an increasing number of parallel high-end
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processors, but also co-processors such as graphics processing units (GPUs) and vector/tensor
computing units have been integrated into the nodes of HPC systems. This supercomputing power
enabled to speed up the automatic training phase of DNN models and their subsequent inference
phase in the target application scenarios.

The introduction of the pioneering AlexNet [150] at the ImageNet challenge in 2012, made clear
the need of acceleration during the training phase. Since then, a multitude of DNN models have
been developed for various tasks including image recognition and classi�cation, Natural Language
Processing, and Generative AI. These applications require specialized hardware accelerators, to
e�ciently handle the heavy computational demands of DNN algorithms. DL accelerators are
currently in use in several types of computing systems spanning from ultra-low-power and resource-
constraints devices on-the-edge up to servers, HPC infrastructures and data centers.
Scope of the survey. This survey is an attempt to provide an extensive overview of the most

in�uential architectures to accelerate DL for high-performance applications. The survey highlights
various approaches that support DL acceleration including GPU-based accelerators, Tensor Proces-
sor Units, FPGA-based accelerators and ASIC-based accelerators, such as Neural Processing Units
and co-processors on the open-hardware RISC-V architecture. The survey also includes accelerators
based on emerging technologies and computing paradigms, such as 3D-stacked PIM, emerging
non-volatile memories such as the Resistive switching Random Access Memory (RRAM) and the
Phase Change Memory (PCM), Neuromorphic Processing Units and Multi-Chip Modules.

Overall, we have reviewed the research on DL accelerators from the past two decades, covering
a signi�cant time span of literature in this �eld. We have described and referenced about 250 works
proposed for DL acceleration. Being DL acceleration such a proli�c and rapid evolving �eld, we
do not claim to cover exhaustively all the research works appeared so far, but we focused on the
most in�uential contributions. Moreover, this survey can be leveraged as a connecting point for
some previous surveys on accelerators on the AI and DL �eld [44, 84, 109, 225] and other surveys
focused on some more speci�c aspects of DL, such as the architecture-oriented optimization of
sparse matrices [226] and the Neural Architecture Search [50].

Organization of the survey. The survey is structured in di�erent categories and sub-categories
belonging to the areas of computer architectures and hardware design. As shown in Figure 1, the
proposed classi�cation is based on several representative features of the accelerators, in order to
highlight their similarities and di�erences. To this aim, we organized the material in a way that all
research papers corresponding to multiple types of classi�cations are cited under each classi�cation.
For example, let us consider the work, , which primarily belongs to the sub-category - where it
makes its primary contribution. According to our classi�cation policy, this work could be cited
again in another sub-category . , where it makes its secondary contribution. Moreover, under each
classi�cation, we have selectively chosen the most notable and in�uential works and, for each
work, we focused on its innovative contributions.

The survey is structured as follows: Section 2 introduces some background on DL concepts
and terminology, while Section 3 reviews the most signi�cant acceleration solutions based on
GPUs and TPUs. Section 4 introduces three types of hardware-based accelerators: FPGA-based,
ASIC-based and accelerators based on the open-hardware RISC-V Instruction Set Architecture.
Section 5 describes DL accelerators based on emerging computing paradigm and technologies. A
�nal discussion on future trends on DL accelerators can be found in Section 6.

To conclude, we hope this survey could be useful for a wide range of readers, including computer
architects, hardware developers, HPC engineers, researchers, and technical professionals. A major
e�ort was spent to use a clear and concise technical writing style: we hope this e�ort could be
useful in particular to the young generations of master and PhD students. To facilitate the reading,
a list of acronyms is reported in Table 1.
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Fig. 1. Organization of the survey

2 DEEP LEARNING BACKGROUND: CONCEPTS AND TERMINOLOGY
DL [157, 231] is a subset of ML methods which uses arti�cial DNNs for automatically discovering
the representations needed for feature detection or classi�cation from large data sets, by employing
multiple layers of processing to extract progressively higher level features. DNNs mimic the human
brain functionalities, in which neurons are interconnected with each other to receive information,
process it, and pass it to other neurons. As shown in Figure 2a, in a way similar to the brain’s
neuron, the simple model of a perceptron (arti�cial neuron) receives information from a set of
inputs, and apply a nonlinear function F (activation function) on a weighted (W) sum of the inputs
(X) [228]. DNNs are composed of a number of layers of arti�cial neurons (hidden layers), organized
between the input layer, which brings the initial data into the system, and the output layer, in
which the desired predictions are obtained (see Figure 2b). In feed-forward networks, the outputs of
one layer become the inputs of the next layer in the model, while in recurrent networks, the output
of a neuron can be the input of neurons in the same or previous layers. The term “deep” in DNNs

Table 1. List of acronyms

Acronym Acronym Acronym

AI: Arti�cial Intelligence ASIC: Application Speci�c Integrated Circuit BRAM: Block Random Access Memory
CMOS: Complementary Metal Oxide Semiconductor CNN: Convolutional Neural Network CPU: Central Processing Unit
DL: Deep Learning DP: Double Precision DNN: Deep Neural Network
DRAM: Dynamic Random Access Memory EDA: Electronic Design Automation FLOPS: Floating Point Operations per Second
FMA: Fused Multiply-Add FPGA: Field-Programmable Gate Array GEMM: General Matrix Multiply
GP-GPU: General-Purpose Graphics Processing Unit GPU: Graphics Processing Unit HBM: High Bandwidth Memory
HDL: Hardware Description Language HLS: High Level Synthesis HMC: Hybrid Memory Cube
HPC: High-Performance Computing MLP: Multi-Layer Perceptron NPU: Neural Processing Unit
IMC: In-Memory Computing IoT: Internet of Things ISA: Instruction Set Architecture
MCM: Multi-Chip Module ML: Machine Learning NDP: Near Data Processing
NN: Neural Network NoC: Network on Chip PCM: Phase Change Memory
PCU: Programmable Computing Unit PIM: Processing In-Memory PULP: Parallel Ultra Low Power
QC: Quantum Computing QML: Quantum Machine Learning QNN: Quantized Neural Network
QPU: Quantum Processing Unit RAM: Random Access Memory RRAM: Resistive RAM
RISC: Reduced Instruction Set Computer RNN: Recurrent Neural Network SoC: System on Chip
SP: Single Precision SIMD: Single Instruction Multiple Data SIMT: Single Instruction Multiple Thread
SNN: Spiking Neural Network SRAM: Static Random Access Memory TPU: Tensor Processing Unit
TNN: Ternary Neural Network VPU: Vector Processing Unit VRAM: Video Random Access Memory
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(a)

(b)

Fig. 2. Model of a perceptron (artificial neuron) (a) and of a multi-layer DNN (b).

refers to the use of a large number of layers, which results in more accurate models that capture
complex patterns and concepts.
There are two phases in DNNs’ operations: training, and inference. In the training phase, the

neural network model is fed on a curated data set so that it can “learn” everything it needs to
about the type of data it will analyze. In the case of supervised learning, a large set of examples and
their corresponding labels indicating the correct classi�cation are passed as input to the DNN. A
forward pass is executed, and the error against the correct labels is measured. Then, the error is
used in the DNN’s backward pass to update the weights. This loop is performed repeatedly, until
the DNN model achieves the desired accuracy. In unsupervised learning, the DNN uses unlabeled
data to create an encoded self-organization of weights and activations that captures patterns as
probability densities. With semi-supervised learning, during training a small amount of labeled data
is combined with a large amount of unlabeled data. In the inference phase, the trained DNNmodel is
used to make predictions on unseen data. When it comes to deployment, the trained model is often
modi�ed and simpli�ed to meet real-world power and performance requirements. The two phases
present di�erent computational characteristics. On the one hand, the training phase of a model is
computationally expensive, but usually performed only once. On the other hand, the trained model
is used for predictions on multiple input data, often under strict latency and/or energy constraints.
Three general types of DNN are mostly used today: Multi-Layer Perceptrons (MLPs), Con-

volutional Neural Networks (CNNs), and Recurrent Neural Networks (RNNs). MLPs [228] are
feed-forward ANNs composed of a series of fully connected layers, where each layer is a set of
nonlinear functions of a weighted sum of all outputs of the previous one. On the contrary, in a CNN
[158], a convolutional layer extracts the simple features from the inputs by executing convolution
operations. Each layer is a set of nonlinear functions of weighted sums of di�erent subsets of
outputs from the previous layer, with each subset sharing the same weights. Each convolutional
layer in the model can capture a di�erent high-level representation of input data, allowing the
system to automatically extract the features of the inputs to complete a speci�c task, e.g., image
classi�cation, face authentication, and image semantic segmentation. Finally, RNNs [231] address
the time-series problem of sequential input data. Each RNN layer is a collection of nonlinear func-
tions of weighted sums of the outputs of the previous layer and the previous state, calculated when
processing the previous samples, and stored in the RNN’s internal memory. RNN models are widely
used in Natural Language Processing (NLP) for natural language modeling, word embedding, and
machine translation.
Each type of DNN is especially e�ective for a speci�c subset of cognitive applications, and,

depending on the speci�c task, a model composed of a mix of the above mentioned three types
of neural network can be deployed. Depending on the target application, and on the resource
constraints of the computing system, di�erent DNN models have been deployed.
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On the one hand, DNNs such as AlexNet[150] and the most recent GoogLeNet[256] are composed
of tens of layers, with millions of weights to be trained and used in every prediction, requiring
tens to hundreds of megabytes (or even gigabytes) of memory for their storage. The calculation
of the weighted sums requires a large number of data movements between the di�erent levels of
the memory hierarchy and the processing units, often posing a challenge on the available energy,
memory bandwidth, and memory storage of the compute architecture.

On the other hand, Tiny machine learning (TinyML) DNN models [284] have been investigated
to run on small, battery-operated devices like microcontrollers, trading o� prediction accuracy
with respect to low-latency, low-power and low-bandwidth model inference of sensor data on edge
devices.

3 GPU- AND TPU-BASED ACCELERATORS
3.1 GPU-based accelerators
GPUs are speci�c-purpose processors introduced to compute e�ciently graphics-related tasks,
such as 3D rendering. They became widely used since the nineties as co-processors, working
alongside CPUs, to o�oad graphics-related computations. The introduction of programmable
shaders into GPU architectures, increased their �exibility paving the way for their adoption to
perform general-purpose computations. Despite being speci�cally designed for computer graphics,
their highly-parallel architecture is well suited to tackle a wide range of applications. Consequently,
in the early 2000s, GPUs started to be used to accelerate data-parallel computations not necessarily
related to graphics, which could bene�t from their architecture as well. This practice is commonly
referred as General-Purpose computing on GPUs (GP-GPU) and started to be increasingly popular
since the early 2010s with the advent of the CUDA language.

The technological development of the last ten years signi�cantly increased the compute power
of GPU devices, which due to their highly parallel nature, are incidentally very well suited to
accelerate neural networks training algorithms. The availability of such compute power allowed
more complex neural network models to become practically usable, fostering the development of
DNNs.
The impressive results obtainable with DNNs in the context of AI, followed by signi�cant

investments in this market sector, induced hardware manufacturers to modify GPU architectures
in order to be even more optimized to compute such workloads, as an example implementing the
support for lower-precision computations. This lead to a de-facto co-design of GPU architectures
and neural network algorithms implementations, which is nowadays signi�cantly boosting the
performance, accuracy and energy e�ciency of AI applications.

3.1.1 GP-GPU Architectures. In this sub-section, we review the basic features of NVIDIA GPU
architectures to boost the performance of HPC and Deep Learning applications. The hardware
architecture of a GPU is based on a multicore design of processing elements called Streaming
Multiprocessors (SM). Each SM in turn includes a number of compute units, called CUDA-cores in
NVIDIA jargon, to execute at each clock-cycle multiple warps, i.e. groups of 32 operations called
CUDA-threads processed by the Single Instruction Multiple Thread (SIMT) fashion. SIMT execution
enables di�erent threads of a group to take di�erent branches (with a performance penalty). By
varying CPU threads, context switches among active CUDA-threads are very fast. Typically one
CUDA-thread processes one element of the data-set of the application. This helps to exploit the
available parallelism of the algorithm and to hide the latency by swapping among threads waiting
for data coming from memory and threads ready to run. This structure remained stable across
generations, with several enhancements implemented in the most recent architectures making
available more registers addressable to each CUDA-thread. Considering each generation of NVIDIA
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architecture, some minor di�erences occurred. The C2050 and C2070 boards based on the Fermi
processor architecture di�er in the amount of available global memory. Both cards have a peak
performance of ⇡ 1 T�ops in single-precision (SP), and ⇡ 500 G�ops in double-precision (DP), and
the peak memory bandwidth is 144 GB/s.
The K20, K40 and K80 are boards based on the Kepler architecture. The K40 processor has

more global memory than the K20 and slightly improves memory bandwidth and �oating-point
throughput, while the K80 has two enhanced Kepler GPUs with more registers and shared memory
than K20/K40 and extended GPUBoost features. On the Kepler K20 and K40, the peak SP (DP)
performance is ⇡ 5 T�ops (⇡ 1.5 T�ops), while on the K80 the aggregate performance of the two
GPUs delivers a peak SP (DP) of ⇡ 5.6 T�ops (⇡ 1.9 T�ops). The peak memory bandwidth is 250
and 288 GB/s respectively for the K20X and the K40 while on the K80 the aggregate peak is 480
GB/s.
The P100 board is based on the Pascal architecture, engineered to tackle memory challenges

using stacked memory, a technology which enables multiple layers of DRAM components to be
integrated vertically on the package along with the GPU. The P100 is the �rst GPU accelerator to
use High Bandwidth Memory 2 (HBM2) to provide greater bandwidth, more than twice the capacity,
and higher energy e�ciency, compared to o�-package GDDR5 used in previous generations. The
SXM-2 version of P100 board also integrates the NVLinks, NVIDIA’s new high-speed interconnect
technology for GPU-accelerated computing signi�cantly increasing performance for both GPU-to-
GPU communications, and for GPU access to systemmemory. The P100 delivers a peak performance
of ⇡ 10.5 T�ops SP and ⇡ 5.3 in DP, while the peak memory bandwidth has been increased to 732
GB/s.
The Volta architecture has been developed and engineered for the convergence of HPC and AI.

Key compute features of Tesla V100 include new SM Architecture Optimized for Deep Learning,
integrating Tensor Cores designed speci�cally for deep learning. Also the Tesla V100 board integrate
second-generation of NVLink supporting up to 6 links at 25 GB/s for a total of 300 GB/s, and1
6GB of HBM2 memory subsystem delivering 900 GB/sec peak memory bandwidth provides 1.5x
delivered memory bandwidth versus Pascal GP100. Volta increases the computing throughput to
7.5 T�ops DP, and the memory bandwidth to 900 GB/s, respectively a factor 1.4X and 1.2X w.r.t.
the Pascal architecture.

The Ampere architecture adds powerful new generation of Tensor Core that boosts throughput
over V100 for Deep Learning applications running 10x faster. The peak performance in DP has been
increased to 9.7 TFlops, and to 19.5 TFlops using Tensor Core or single precision FP32 operations.
The A100 40 GB of high-speed HBM2memory with a peak bandwidth of 1555 GB/sec, corresponding
to a 73% increase compared to Tesla V100. It also support a third-generation of NVIDIA NVLink
with a data rate of 50 Gbit/sec per signal pair, nearly doubling the 25.78 Gbits/sec rate in V100.

TheHopper is the latest architecture developed byNVidia providing a new generation of streaming
multiprocessors with several new features. Tensor Cores are up to 6x faster chip-to-chip compared
to A100, the memory subsystem is based on HBM3 modules providing nearly a 2x bandwidth
increase over the previous generation, and integrate a fourth-generation of NVlinks providing a
3x bandwidth increase. The peak performance is boosted up to 24 TFlops in DP, and 48 TFlops
using FP64 tensor core and FP32 operations. The H100 SXM5 GPU raises the bar considerably
by supporting 80 GB (�ve stacks) of fast HBM3 memory, delivering over 3 TB/sec of memory
bandwidth, e�ectively a 2x increase over the memory bandwidth of A100 that was launched just
two years ago. The PCIe H100 provides 80 GB of fast HBM2e with over 2 TB/sec of memory
bandwidth. The H100 also introduces DPX instructions to accelerate the performance of Dynamic
Programming algorithms. These new instructions provide support for advanced fused operands
for the inner loop of many dynamic programming algorithms. This leads to dramatically faster
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Architecture Fermi Kepler Kepler Kepler Pascal Volta Ampere Hopper
GPU GF100 GK110 GK110B GK210 ⇥ 2 P100 V100 A100 H100

Year 2011 2012 2013 2014 2016 2017 2021 2022

#SMs 16 14 15 13 ⇥ 2 56 80 108 132
#CUDA-cores 448 2688 2880 2496 ⇥ 2 3584 5120 6912 16896
Base clock (MHz) 1.15 735 745 562 1328 1370 1700 1600
Base DP (G�ops) 515 1310 1430 935 ⇥ 2 4755 7000 9700 30000

Total available memory (GB) 3 6 12 12 ⇥ 2 16 16 40 80
Memory bus width (bit) 384 384 384 384 ⇥ 2 4096 4096 5120 5120
Peak mem. BW (GB/s) 144 250 288 240 ⇥ 2 732 900 1555 3072

Table 2. Summary of hardware features of NVIDIA GPU architectures.

times-to-solution in disease diagnosis, logistics routing optimizations, and even graph analytics.
For a more complete description, we can refer to [1, 3, 18, 71, 107, 149], while the work in Table 2
summarizes just a few relevant parameters of NVIDIA GPU architectures.

GPUs can execute multiple, simultaneous computations. This enables the distribution of training
processes and can signi�cantly speed up the ML operations. With GPUs, you can accumulate many
cores that use fewer resources without sacri�cing neither e�ciency nor power.
When designing a deep learning architecture, the decision to include GPUs relies on several

factors as follows:
• Memory bandwidth: including GPUs can provide the bandwidth needed to accommodate
large datasets. This is because GPUs include dedicated video RAM (VRAM), enabling to
retain CPU memory for other tasks.

• Dataset size: GPUs in parallel can scale more easily than CPUs, enabling to process massive
datasets faster. The larger your datasets are, the greater the bene�t you can gain from GPUs.

• Optimization: a downside of GPUs is that optimization of long-running individual tasks is
sometimes more di�cult than with CPUs.

The performance of GPU accelerators could be compared in di�erent ways. As �rst approxi-
mation, their theoretical peak performance and memory bandwidth could be used, as shown in
Table 2. Anyhow several other architectural characteristics could a�ect the �nal performance of an
actual algorithm implementation. In fact, to get a better overview of their expected performance,
running a speci�c workload, it could be preferable to use reference benchmarks, possibly made
of representative sets of commonly used algorithms implementations. For this reason, di�erent
benchmarks have been developed, each of them able to test the obtainable performance with respect
to a given workload characteristic, or a given set of application kernels. In the context of machine
learning, one of the most used benchmark is MLPerf [181], which have a speci�c set of training
phase tasks [180]. Its results on two di�erent systems, embedding the latest GPU architecture and
its predecessor (i.e. Nvidia Hopper and Ampere) are shown in Table 4, highlighting on average an
approximate 2⇥ factor of performance improvement.

Di�erent vendors, like AMD and Intel, have also developed GP-GPU architectures mostly orien-
tend to HPC and more recently to AI computing. Yet the terminology used by di�erent vendors is
not the same, they share most of the hardware details. For example AMD names Compute Unit
what NVIDIA calls Streaming Multiprocessor and Intel calls Compute Slice or Execution-Unite (EU).
Further, NVIDIA names Warp the set of instructions scheduled and executed at each cycle, while
AMD uses the termWavefront, and Intel uses the term EU-Thread. Concerning the execution model,
NVIDIA uses the Single Instruction Multiple Thread (SIMT), while AMD and Intel use the Single



8 Cristina Silvano et al.

Instruction Multiple Data (SIMD) [140]. In Table 3, we report the main hardware features of the
three most recent GP-GPU architectures developed by NVIDIA H100 [18], AMD [15] and Intel [120].
We compare the peak performance related to the 32-bit single- and 64-bit double-precision, and the
peak performance achieved using half-precision.

3.1.2 GPU-based Platforms for AI. Over the last years, Nvidia deployed the DGX [196] line of server
and workstation platforms specialized in using GPUs to accelerate deep learning applications. The
DGX systems are based on high-performance commodity CPUs, and a set of GPUs interconnected
using a motherboard integrated network based on high speed NVLink [197] technology developed
by NVidia. The number of GPU modules varies from 4 to 16 Tesla daughter cards integrated into the
system using a version of the high-bandwidth SMX[219] socket solution. The DGX-1 server, the �rst
of DGX line, was announced in 2016, and it was �rst based on 8 Pascal cards, after upgraded to Volta,
interconneced by an NVLink mesh network. The Pascal based DGX-1 delivered 170 TFlops using
FP16 half-precision processing, while the Volta based upgrade increased this to 960 TFlops unsing
FP16 tensor computing. The DGX-2, the successor of DGX-1, was announced in 2018; it is based on
16 V100 32 GB GPU cards in a single unit interconnected by a NVSwitch [197] for high-bandwidth
GPU-to-GPU communications, and delivers nearly 2 PFlops using FP16 tensor processing, ans
assemble a total of 512 GB of HBM2 memory. The DGX Station is a workstation designed as a
deskside AI system that can operate completely independent without the typical infrastructure of a
datacenter. The DGX Station is a tower chassis, and the �rst available was including four Testa V100
accelerators each with 16 GB of HBM2 memory, delivering an aggregate computing performance
of nearly 500 TFops using FP16 tensor computing. The Ampere version of the DGX Station include
four A100 accelerators con�gured with either 40 or 80 GB of memory each, resulting either in
160 GB or 320 GB variants, and a peak FP16-tensor computing performance of approximately 1
PFlops. The DGX A100 server is the 3rd generation of DGX servers announced in 2002. It includes 8

Model H100 Instinct MI250X Arc 770
Vendor NVIDIA AMD Intel

#physical-cores 132 220 32
#logical-cores 16896 14080 4096
Clock (GHz) 1.6 1.7 2.4
Peak perf. DP (TF) 30 47.9 4.9
Peak perf. SP (TF) 60 95.8 19.7
Peak perf. FP16 (TF) 120 383 39.3
Max Memory (GB) 80 HBM2e 128GB HBM2e 16GB GDDR6
Mem BW (TB/s) 2.0 3.2 0.56
TDP Power (Watt) 350 560 225

Table 3. Selected hardware features of most recent GP-GPU systems developed by NVidia, AMD and Intel

ImageNet KiTS19 OpenImages COCO LibriSpeech Wikipedia Go
ResNet 3D U-Net RetinaNet Mask R-CNN RNN-T BERT Minigo

8 ⇥ A100 30.8 25.6 89.1 43.1 32.5 24.2 161.6
8 ⇥ H100 14.7 13.1 38.0 20.3 18.2 6.4 174.6

Table 4. MLPerf Training v2.1 Benchmark Results (minutes)
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Platform #GPUs FP16 Tensor F32 FP64

DGX1-P100 8x P100 – 85 42
DGX1-V100 8x V100 1000 124 62
DGX2 16x V100 2000 248 124
DGX-A100 Server 8x A100 2496 154 77
DGX-H100 Server 8x H100 16000 544 272

Supercomputer

Selene 2240x A100 698880 43120 21560
Eos 4608x H100 9216000 313344 156672

Table 5. Performance in TFlops of DGX based platforms; for H100 platforms, sparsity features are used.

A100 accelerators, and it is the �rst DGX server replacing the Intel Xeon CPUs with the AMD EPYC
CPUs, delivering a peak FP16-tensor computing performance of approximately 2.5 PFlops. The DGX
H100 Server has been announced in 2022, and it is the 4th generation of DGX servers. It includes 8
Hopper H100 cards delivering a total of 16 PFlops of FP16-tensor AI computing, and assembling a
total of 640 GB of HBM3memory. The DGX SuperPod is a high performance turnkey supercomputer
solution based on DGX hardware, combining high performance DGX compute nodes with fast
storage and high bandwidth networking, that can be used as building-block to assemble large
supercomputer systems. The Selene Supercomputer, installed at the Argonne National Laboratory,
is one example of a DGX SuperPod based system, built from 280 DGX A100 nodes. The new version
of SuperPod based on H100 DGX can scale up to 32 nodes, for a total of 256 H100 GPUs and 64
x86 CPUs. This gives the complete SuperPod a total 20TB of HBM3 memory, 70.4 TB/s of bisection
bandwidth, and up to 1 EFlop of FP8 and 500 PFlops of FP16 tensor AI compute. The Eos[195]
supercomputer announced in March 2022, designed, built, and operated by Nvidia, is based on 18
H100 SuperPods, for a total of 576 DGX H100 systems. This allows Eos to deliver approximately
18 EFlops of FP8 and 9 EFLOPs of FP16 compute, making Eos the fastest AI supercomputer in the
world. Table Table 5 summarizes the computing performance of few DGX systems. We report the
peak computing performance using tensor FP16 operations relevant for AI applications, and the
standard FP32 and FP64 relevant for many scienti�c applications.

3.2 TPU-based accelerators
Tensor Processing Units (TPUs) dedicated to training and inference have been proposed very
early after the emergence of the �rst large CNN-based applications. This is due to the observation
that these workloads are dominated by linear algebra kernels that can be refactored as matrix
multiplications (particularly if performed in batches) and that their acceleration is particularly
desirable for high-margin applications in datacenters. More recently, the emergence of exponentially
larger models with each passing year (e.g., the GPT-2, GPT-3, GPT-4 Transformer-based large
language models) required a continuous investment in higher-performance training architectures
in data centers.

Google showcased the �rst TPU [133, 134] at ISCA in 2017, but according to the original paper the
�rst deployment occurred in 2015 – just three years after the “AlexNet revolution”. The architecture
of the TPU is centered on a large (256⇥256) systolic array operating on signed or unsigned 8-bit
integers and targeting exclusively data center inference applications; this is coupled with a large
amount of on-chip SRAM for activations (24 MiB) and a high-bandwidth (30 GiB/s) dedicated
path to o�-chip L3 DRAM for weights. The next design iterations (TPUv2, TPUv3) [135] forced to
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move from an inference-oriented design to a more general engine tuned for both inference and
training, employing the 16-bit BF16 �oating-point format, more cores (2 per chip) using each one
or two 4⇥ smaller arrays than TPUv1 (128⇥128, to reduce under-usage ine�ciencies). TPUv2/v3
also introduced high-bandwidth memory support, which results in more than 20⇥ increase in the
available o�-chip memory bandwidth.
In 2019, Habana Labs and Intel proposed Goya and Gaudi as microarchitectures for the accel-

eration of inference [182]. Goya relies on PCIe 4.0 to interface to a host processor and exploits a
design that uses a heterogenous approach comprising of a large General Matrix Multiply (GMM)
engine, TPUs, and a large shared DDR4 memory pool. Each TPU also incorporates its own local
memory that can be either hardware-managed or fully software-managed, allowing the compiler
to optimize the residency of data and reducing movement. Each of the individual TPUs is a VLIW
design that has been optimized for AI applications. The TPU supports mixed-precision operations
including 8-bit, 16-bit, and 32-bit SIMD vector operations for both integer and �oating-point. Gaudi
has an enhanced version of the TPUs and uses HBM global memories rather than the DDR used in
Goya, increasing the support towards b�oat16 data types and by including more operations and
functionalities dedicated for training operations.

While Google and Intel rely on amixture of in-house designs and GPUs, the othermain data center
providers typically relied on NVIDIA GPUs, as discussed above, to serve Deep Learning workloads.
Starting from the Volta architecture [52] and continuing with Ampere [53] and Hopper [51, 72],
NVIDIA has embedded inside the GPU Streaming Multiprocessors the counterpart of smaller TPUs,
i.e., TensorCores. Following the GPU architectural template, NVIDIA TensorCores are small units,
designed to perform a 4⇥4⇥4 FP16 GEMM operation per cycle in Volta (doubled in Ampere and
quadrupled in Hopper, adding also support for other data types). Performance is then obtained by
parallelisation: each Streaming Multiprocessor includes eight TensorCores controlled by 32 threads;
and, depending on the speci�c chip, GPUs can contain tens of Streaming Multiprocessors.

GraphCore Colossus Mk1 and Mk2 IPUs [127, 147] target speci�cally the niche of Graph Neural
Networks (as well as DNNs and Transformers) training employing a tiled many-core architecture
of relatively simple processors. GraphCore focuses on a highly power- and cost-e�cient memory
hierarchy that does not rely on high-bandwidth o�-chip HBM, but on cheaper DRAM chips
combined with a large amount of on-chip SRAM (in the order of 1 GiB per chip). According to
GraphCore, this design achieves ⇠2⇥ the energy e�ciency of an NVIDIA Ampere GPU and ⇠3⇥
that of a Google TPUv3 on sustained workloads.

Concerning academic and research-proposed architectures, IBM Research focused on introducing
techniques to reduce the precision of data formats used for training [8, 272], introducing Hybrid-FP8
formats in training ASICs and tensor processors. A similar e�ort is performed by the authors of
Cambricon-Q [300], which also introduce further improvements to exploit the statistical properties
of tensors to minimize bandwidth consumption and maximize e�ciency. Finally, Gemmini [89, 94]
and RedMulE [259, 260] are e�orts to introduce tensor processor hardware IPs (respectively,
generated from a template and hand-tuned) that can be integrated inside System-on-Chips, similarly
to what NVIDIA does with TensorCores.

4 HARDWARE ACCELERATORS
Typical HPC workloads, like genomics, astrophysics, �nance, and cyber security, require the
elaboration of massive amount of data and they can take advantage of DL methods with results that
can surpass human ability [21, 95, 232, 247]. However, an ever-increasing computing power, a rapid
change of the data analysis approaches, and the introduction of novel computational paradigms
are needed. DL models rely on remarkable computational complexities that can be e�ciently
supported, without renouncing to a good trade-o� between speed, energy e�ciency, design e�ort,
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and cost, by optimized hardware platforms which are able to provide high levels of parallelism and
a considerable amount of memory resources.

These platforms can be developed using CPUs, GPUs, FPGAs, CGRAs and ASICs [66, 69, 95, 170,
175, 266, 282]. CPUs may have higher cache size and higher on-chip bandwidth than GPUs and
recon�gurable architectures, but they show a limited ability to process large amounts of data in
parallel. On the other hand, with their high throughput and parallelism, GPUs are extremely e�cient
in terms of performance, but, as a drawback, they consume a lot of power and are much more
expensive than their counterparts. Heterogeneous computing platforms based on modern FPGAs
achieve moderate speed and consume less energy compared to GPUs, despite limited computing
and memory resources [66] [276] [266]. Conversely, ASICs take longer design times, require higher
design e�orts and do not o�er �exibility, but they provide optimum computational speed and
power consumption. A good trade-o� between speed, power consumption and design e�ort is
o�ered by CGRAs that exhibit near-ASIC energy e�ciency and performances with near-FPGA
recon�gurability level.

(a)

(b) (c)

Fig. 3. Dataflows in Deep Learning accelerators: (a) Weights stationary; (b) Output stationary; (c) Input
stationary.

Independently of the technology used, a common problem in the design of the accelerators is
the high energy cost and delay of accessing o�-chip DRAM memory, in particular considering the
signi�cant amount of data that the target applications need to process. As schematized in Figure 3,
several data reuse and stationary strategies can be exploited to reduce the number of accesses, each
strategy o�ering a certain bene�t [38, 100, 208, 212, 230, 251]. For example, in the weight stationary
data�ow, convolutional weights (i.e. the �lter coe�cients) are �xed and stored in the local memory
of the Processing Elements (PEs) and reused on the input activations uploaded step-by-step from
the external DRAM. Conversely, in the output stationary data�ow, partial outputs produced by the
PEs are stored locally and reused step-by-step until the entire computation is completed. Then, just
the �nal results are moved to the external DRAM. An e�cient alternative is the input stationary
data�ow: in this case, the input activations are stored in the local memory of the PEs while the
weights are uploaded from the external DRAM and brought to the PEs.

Another approach common to many accelerator implementations is the use of quantization to
reduce the width of data types. Quantization represents an open problem in the implementation of
deep learning models on and many studies today address this topic [90] [172]. Integer or �xed-point
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data formats are generally preferred over the more computationally intensive �oating-point ones.
This guarantees better memory occupation, lower computational cost and improves the robustness
of the model [130]. Extreme quantization techniques that use only one bit for the data stored
(Binary Neural Networks [221]) are widely used for the implementation of very large networks
but with comparable accuracy they require 2-11⇥ the number of parameters and operations [263],
making them not suitable for complex problems.

4.1 Reconfigurable Hardware Accelerators
FPGAs and CGRAs are highly sought-after solutions to hardware accelerate a wide range of
applications, including DL. The main feature of such recon�gurable platforms is the ability to
support di�erent computational requirements by repurposing the underlying hardware accelerators
also at runtime.
FPGAs are semiconductor devices that provide a unique combination of �exibility and perfor-

mances thanks to their fundamental building blocks, known as Con�gurable Logic Blocks (CLBs)
or simply Logic Elements (LEs). They consist of look-up tables (LUTs) and �ip-�ops that can be
used to implement arbitrary combinational and sequential bit-level operations, on the basis of user-
de�ned tasks. Programmable interconnects provide the necessary routing resources to establish
connections between di�erent elements within the device and to facilitate the seamless �ow of
data and control signals. Appropriate storage capabilities are also available on-chip as BRAMs and
distributed RAM, which serve to implement several storage elements, like data bu�ers and FIFOs.
Moreover, FPGAs provide the designers with specialized macros, such as Digital Signal Processors
(DSPs) and embedded multipliers, that can be exploited to enhance processing capabilities, improve
power e�ciency, and increase �exibility of hardware accelerators for DL. The latter exploit FPGAs
mostly to accelerate inference, while training is delegated to GPUs: this re�ects the di�erences
between the two phases, as training is only executed once and requires high throughput, while
for inference, especially on edge devices, latency and power consumption become critical [24, 99].
FPGAs are also often used as a prototyping platform to explore di�erent architectures before
committing to ASIC manufacturing [246].
Several FPGA-based hardware accelerators for DL are structured as heterogeneous embedded

systems [173] [163] [10] [291] [214] that mainly consist of: a general-purpose processor, responsible
for running software workloads; a computational module, purposely designed to speed up common
DL operators, like convolutions [270][223], de-convolutions [39, 234], pooling, fully connected
operations, activation and softmax functions [248, 249]; and a memory hierarchy needed to optimize
data movement to/from an external DRAM that stores data to be processed and computational
results. A typical approach to accelerate convolutions consists of a systolic array architecture
(SA), a regular pattern which can be easily replicated [285]. Each PE in the array is a SIMD vector
accumulation module to which inputs and weights are supplied in each cycle by shifting from the
horizontally and vertically adjacent PE (Figure 4a). The use of pipelined groups of PE with short
local communication and regular architecture enables a high clock frequency and limited global
data transfer (Figure 4b).
Although FPGAs have traditionally been proposed as accelerators for edge applications, they

are starting to be adopted also in datacenters. Microsoft’s Project Brainwave [79] uses several
FPGA boards to accelerate the execution of recurrent neural networks in the cloud, exploiting the
recon�gurability to adapt the platform to di�erent DL models. One way to face the limitations
imposed by the capability of FPGAs to e�ectively map very large DL models is to use a deeply
pipelined multi-FPGA design. Recent studies focus on optimizing this type of architecture and
maximizing the overall throughput [296] [224][236].
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(a)

(b)

Fig. 4. FPGA accelerators: (a) Systolic array accelerator; (b) Pipelined dataflow accelerator.

In these applications contexts, CGRAs represent an alternative to FPGAs, providing recon�gura-
bility with coarser-grained functional units. They are based on an array of processing elements
(PEs), performing basic arithmetic, logic, and memory operations at word level and using a small
register �le as temporary data storage. Neighboring PEs are connected to each other through
recon�gurable routing that allows to transfer intermediate results of the computations towards the
proper neighbors for the next computational step. CGRAs can represent a powerful solutions to
accelerate dense linear algebra applications, such as ML, image processing, and computer vision
[34, 86]. In fact, thanks to parallel computing and time-multiplexing, CGRAs can e�ciently support
and combine spatial and temporal computational models. Furthermore, they are �exible enough
for speci�c domains, and their interconnections, being not as complex as those present on FPGAs,
provide remarkable advantages in terms of speed, energy-e�ciency, and resources utilization.

4.2 ASIC-based Accelerators
4.2.1 Neural Processing Units (NPUs). An NPU is processing architecture that includes all the
control and the arithmetic logic components necessary to accelerate the performance and improve
the energy-e�ciency [243] of common DL tasks such as image classi�cation, object detection,
and many more [116], which are of paramount importance from edge and mobile computing to
high-performance computing. The purpose of an NPU is to accelerate a segment of a program
(e.g., a fully-connected layer of a large neural network) o�oading the CPU. In particular, the NPU
is designed to accommodate a reasonable amount of multiply/accumulate (MAC) units, that are
the fundamental blocks devised in the convolutional and fully-connected layers of deep neural
networks [45, 65].

Table 6. Summary of NPU accelerators.

NPU Process Area [mm2] Supply voltage [V] Max. Freq. [MHz] PP [TOPS] Max EE [TOPS/W] Max AE [TOPS/mm2]

Samsung [243] 8 nm 5.5 0.8 933 6.9 3.4 1.25
UM+NVIDIA [297] 16 nm 2.4 0.8 480 - 3.6 -
MediaTek [167] 7 nm 3.04 0.825 880 3.6 6.55 1.18
Alibaba [129] 12 nm 709 - 700 825 499 1.16
Samsung [206] 5 nm 5.46 0.9 1196 29.4 13.6 2.69
Samsung [207] 4 nm 4.74 1 1197 39.3 11.59 6.9

Each PE contains a synaptic weight bu�er and the MAC units to perform the computation of a
neuron, namely, multiplication, accumulation, and an activation function (e.g., sigmoid). A PE can
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be realized entirely with a full-CMOS design or by using emerging non-volatile memories such as
RRAM and PCM to perform in situ matrix-vector multiplication as in the RENO chip [171] or as in
the MAC units proposed in [192, 289]. The advantage of these architectures is that only the input
and �nal output are digital; the intermediate results are all analog and are coordinated by analog
routers. Data converters (DACs and ADCs) are required only when transferring data between
the NPU and the CPU with an advantage in terms of energy-e�ciency ([289] reports an energy
e�ciency of 53.17 TOPS/W), although there are insu�cient experimental data to support this
evidence in comparison with full-digital NPUs. In Table 6, we reported the main features of several
full-digital NPUs designs by also highlighting their Peak Performance (PP), Energy E�ciency (EE),
and Area E�ciency (AE).

4.2.2 Single-chip NPUs. In the DNN landscape, single-chip domain-speci�c accelerators have
achieved a great success in both cloud and edge scenarios. These custom architectures o�er better
performance and energy e�ciency with respect to CPUs/GPUs thanks to an optimized data�ow (or
data reuse pattern) that reduces o�-chip memory accesses, while improving the system e�ciency
[44].

The DianNao series is an example of a full digital stand-alone DNN accelerator that introduces a
customized design to minimize the memory transfer latency and to enhance the system e�ciency.
DaDianNao [43] targets the datacenter scenario and integrates a large on-chip embedded dynamic
random access memory (eDRAM) to avoid the long main memory access time. The same principle
applies to the embedded scenario. ShiDianNao [43] is a DNN accelerator dedicated to CNN applica-
tions. Using a weight sharing strategy, its footprint is much smaller than the previous design. It
is possible to map all of the CNN parameters onto a small on-chip static random access memory
(SRAM) when the CNN model is small. In this way, ShiDianNao avoids expensive o�-chip DRAM
access time and achieves a 60 times energy e�ciency compared to DianNao.

Furthermore, domain-speci�c instruction set architectures (ISAs) have been proposed to support
a wide range of NN applications. Cambricon [298] and EIE [104] are examples of architectures that
integrate scalar, vector, matrix, logical, data transfer, and control instructions. Their ISA considers
data parallelism and the use of customized vector/matrix instructions.

Eyeriss is another notable accelerator to discuss [45]. The architecture is that of a CNN accelerator
that can support high throughput inference and optimize the system-level energy e�ciency, also
including o�-chip DRAMs. The main features of Eyeriss are a spatial architecture based on an
array of 168 processing elements (PEs) that creates a four-level memory hierarchy, a data�ow that
recon�gures the spatial architecture to map the computation of a given CNN and optimize towards
the best energy e�ciency, a network-on-chip (NoC) architecture that uses both multi-cast and
point-to-point single-cycle data delivery, and run-length compression (RLC) and PE data gating
that exploit the statistics of zero data in CNNs to further improve energy e�ciency.

In [65], STMicroelectronics presented Orlando system-on-chip, a 28nm FDSOI-based CNN accel-
erator integrating an SRAM-based architecture with low-power features and adaptive circuitry to
support a wide voltage range. Such DNN processor provides an energy-e�cient set of convolutional
accelerators supporting kernel compression, an on-chip recon�gurable data-transfer fabric, a power-
e�cient array of DSPs to support complete real-world computer vision applications, an ARM-based
host subsystem with peripherals, a range of high-speed I/O interfaces, and a chip-to-chip multilink
to pair multiple accelerators together.
IBM presented a processor core for AI training and inference tasks applicable to a broad range

of neural networks (i.e., CNN, LSTM and RNN) [198]. High compute e�ciency is achieved for
robust fp16 training via e�cient heterogeneous 2-D systolic array-SIMD compute engines that
leverages DLFloat16 FPUs. A modular dual-corelet architecture with a shared scratchpad memory
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and a software-controlled network/memory interface enables scalability to many-core SoCs for
scale-out paradigms. In 2022, IBM also presented a 7-nm four-core mixed-precision AI chip [159]
that demonstrates leading-edge power e�ciency for low-precision training and inference without
model accuracy degradation. The chip is based on high-bandwidth ring interconnect to enable
e�cient data transfers, while workload-aware power management with clock frequency throttling
maximizes the application performance within a given power envelope.
Qualcomm presented an AI core that is a scalar 4-way VLIW architecture that includes vec-

tor/tensor units and lower precision to enable high-performance inference [40]. The design uses a
7 nm technology and is sought to be integrated in the AI 100 SoC to reach up to 149 TOPS with a
power e�ciency of 12.37 TOPS/W.

Table 7. Summary of single-chip digital DNN accelerators

Accelerator Technology Application Area [mm2] Power [mW] Performance [GOPS] EE [GOPS/W]

DaDianNao [43] 28 nm DNN 67.7 15970 5585 -
ShiDianNao [43] 65 nm CNN 4.86 320 194 -
Cambricon [298] 65 nm CNN 6.38 954 1111.92 -
EIE [104] 28 nm CNN+LSTM 63.8 2360 1.6 177.78
Eyeriss [45] 65 nm CNN 16 450 33.6 74.7
STM [65] 28 nm CNN 34.8 39 750 2900
IBM [198] 14 nm CNN+LSTM+RNN 9.84 - 3000 1100
IBM [159] 7 nm CNN+RNN 19.6 - 16300 3580

4.3 EDA Frameworks
Implementing hardware accelerators for ML algorithms, particularly DNNs, is a complex task that
is rarely addressed through manual coding in low-level Hardware Description Languages (HDL).
When Register Transfer Level (RTL) design is required to achieve high performance, templated
components may be used [174]. Instead, there are several electronic design automation (EDA)
tools that bridge the gap between ML models and FPGAs/ASICs, allowing researchers to focus on
developing the algorithms at a high level of abstraction [271].
Vitis AI, Xilinx’s development environment for AI inference [16], supports models developed

in major frameworks such as PyTorch [209], TensorFlow [7] and Ca�e [126], and maps them on
deep learning processor unit (DPU) cores present on modern Xilinx boards alongside the standard
FPGA logic. The work in [261] describes the implementation of DeepSense, a framework that
includes CNN and RNN, with a focus on the choice of parameters to de�ne DPUs used by Vitis
AI; [268] performs a parametric study of the DPU architecture used by Vitis AI and examines the
tradeo�s between the resources used and the clock frequency, as well as their impact on power
consumption; [279] compares the FPGA implementation of YOLOv3 provided by Vitis AI with its
GPU counterpart, showing higher throughput and lower power consumption; [265] evaluates the
implementation of three di�erent CNNs in terms of precision, power consumption, throughput,
and design man-hours, and compares these �gures with their GPU counterparts.

High-Level Synthesis (HLS) plays a crucial role to automate the design of ML accelerators. HLS
tools such as Vitis HLS [287], Bambu [77], Intel HLS Compiler [121], Catapult [241], Stratus HLS
[31], or LegUp [32] provide users with a high level of abstraction where they can describe the
desired functionality with a software programming language (C/C++/SystemC) and automatically
obtain a corresponding high-performance HDL implementation. HLS thus boosts the productivity
of hardware designers, who can bene�t from faster design changes and functional veri�cation. In
fact, HLS allows to create accelerators for di�erent platforms (e.g., larger or smaller FPGAs) without
altering the C/C++ source code apart from a few design directives; this makes it possible to explore
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the design space and �nd the best implementation much faster than with HDL design. Note that
code must be written with hardware knowledge in mind in order to meet given performance and
resource usage results. Arbitrary software code, written for a CPU target, could achieve very low
performance, since it typically does not expose enough parallelism to exploit the spatial concurrency
available on FPGA or ASIC.

In order to explore the acceleration of DNN inference on FPGAs, several frameworks and packages
have been developed based on HLS. They can be divided into two categories: tools based on libraries
of HLS templates, such as FINN [25] and hls4ml [70], and tools that use a compiler-based approach,
such as SODA [26] and ScaleHLS [292]. In [176], a comparison between a custom implementation
of two DNNs written in SystemVerilog and an implementation using the Xilinx tools FINN and
Vitis AI is presented; a comparison between FINN and Vitis AI is reported in [103], where a ResNet
model is implemented using a widely used set of con�gurations of FINN and Vitis AI. Both FINN
and hls4ml use Vitis HLS as a backend; they parse a model exported from high-level ML frameworks
and replace operators with C/C++ functions taken from a library of templates that already contains
Vitis optimization directives. The HLS tool processes the C/C++ code and produces a corresponding
accelerator design. The library of templates is necessarily tied to a speci�c HLS tool, and it requires
expert HLS developers to implement in advance the best version of all necessary ML operators for a
pre-determined backend tool. On the other hand, SODA and ScaleHLS use a compiler infrastructure
(MLIR, the Multi-Level Intermediate Representation from the LLVM project [155]) to progressively
translate the input model through representations at di�erent levels of abstraction, until they
can be passed to the HLS tool as a C++ representation or an LLVM IR. This second approach
exploits the existing MLIR infrastructure for machine learning, without requiring to create and
maintain a library of operators. A hybrid RTL–HLS approach has been proposed in [97] to improve
performance and development time for various DL algorithms.

4.4 Accelerators based on open-hardware RISC-V
RISC-V is an open-source, modular instruction set architecture (ISA) that is gaining popularity in
computer architecture research due to its �exibility and suitability for integration with acceleration
capabilities for deep learning. The RISC-V ISA is designed with a small, simple core that can be
extended with optional instruction set extensions (ISEs) to support various application domains.
RISC-V o�ers several advantages for deep learning acceleration research. First, the modular

nature of the ISA allows researchers to easily integrate acceleration capabilities as ISEs, which
can be customized to suit the speci�c needs of di�erent deep learning models. Second, RISC-V
supports a range of standard interfaces, such as AXI4, that can be used to interface with external
acceleration units integrated on the same System-on-Chip at various levels of coupling. This makes
it easy to integrate specialized hardware accelerators into RISC-V-based systems for deep learning.
Moreover, the de�ning feature of the RISC-V ISA is its openness, meaning that anybody can design
a RISC-V implementation without paying royalties or needing a particular license. Thanks to this
non-technical advantage with respect to other ISAs (ARM, x86), RISC-V has gained signi�cant
traction from academia and from emerging startups. Due to the concurrent rise of Deep Learning,
many specialized architectures dedicated to Deep Learning have been based on RISC-V.

Fig. 5 reports a synthetic taxonomy of the RISC-V based architectures for Deep Learning acceler-
ation discussed in the present section, organized by the way that they are coupled with the core:
from the tightest coupling (directly extending the core’s ISA) to the loosest (sharing memory at L3).
We use the same taxonomy in the following to discuss these architectures.

4.4.1 RISC-V ISA extensions for (Deep) Learning. The RISC-V ISA standard uses a modular design
composed of basic instruction sets addressing the general purpose computing, e.g., base 32-bit
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RISC-V for Deep Learning

Specialized ISA & SIMD

Dustin [200]
Marsellus [56]
Kraken [67]

Manticore [294]
Celerity [59]

Tenstorrent [269]
exSDOTP [22]
Esperanto [68]

CNC [42]
Cococcioni et al. [55]
PERCIVAL [177]
Wang et al. [281]
Tang et al. [258]
RISC-VTF [128]
Paulin et al. [210]

Vector Co-Processor

Lee et al. [161]
AVA [156]
Spatz [37]

Vitruvius+ [185]
Ara [36]

Perotti et al. [213]
Xuantie [41]
Arrow [20]
Ventana [6]

Memory-Coupled NPUs

L1-Coupled

Darkside [88]
Marsellus [56]

Garofalo et al. [87]
Vega [229]

RedMulE [259, 260]
Archimedes [217]
Bruschi et al. [30]

GAP9 [4]

L2-Coupled
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Fig. 5. Taxonomy of RISC-V based acceleration units discussed in Section 4.4

integer operations, plus a variety of extensions that can be seamlessly integrated to provide
enhancements for speci�c computing needs, e.g., the H-extension for virtualization. This �exible
design together with the openness of the standard brought forward a number of studies proposing
custom extensions to accelerate speci�c applications. Due to the �exibility of this architectural
template, the diversity of solutions proposed is signi�cant. Here we review extensions aiming at
(deep) learning.

(Deep) neural networks are often limited by the computing andmemory resources used up by their
large number of weights. Weight compression via alternative or quantized number representations
is often adopted to speed up and optimize the performance of neural network models. [55, 177]
propose ISA extensions for posit numbers which can be used to do weight compression. Posits are
an alternative representation to the standard IEEE �oating point formats for real numbers. Posits
need fewer bits to obtain the same precision or dynamic range of IEEE �oats allowing them to store
more weights in a same-sized memory. For example, [55] provide an e�cient conversion between 8-
or 16-bit posits and 32-bit IEEE �oats or �xed point formats with little loss in precision leading to a
10x speedup in inference time. Other works directly address the compute-intensive parts of di�erent
neural networks, in particular convolutional neural networks (CNNs), graph convolutional networks
(GCN) and transformers. [281] proposes a new Winograd-based convolution instruction to speed
up the time-consuming convolutional layers in CNNs. The matrix convolution between the CNN
kernel and the input data can not be executed e�ciently using the standard RISC-V instructions.
The proposed extension allows to compute a convolution producing a 2 ⇥ 2 output using a 3 ⇥ 3
kernel on a 4 ⇥ 4 input in a single instruction using 19 clock cycles instead of multiple instructions
totaling 140 cycles using the standard RISC-V ISA. [258] addresses the computational bottlenecks
of GCNs. They design a set of general-purpose instructions for GCNs speci�cally addressing
the compute ine�ciencies in aggregating and combining feature vectors. As such the authors
combine the software programmability given by the RISC-V ISA with the compute e�ciency of
GCN accelerators. Similarly, [128] focuses on transformer models. Notably, the extension comprises
instructions to accelerate the popular ReLU activation and softmax functions. Paulin et al. [210]
performs a similar task but focuses on Recurrent Neural Networks (RNNs).

Following the industry and academia trend to use aggressive quantization schemes to accelerate
inference of Deep Neural Networks, many ISA extensions focus on low-bitwidth arithmetics to
implement Quantized Neural Networks (QNNs), often combined with multi-core parallel execution
to further boost performance and e�ciency. Several developments in SoA augment the PULP RI5CY
core used for example in Vega [229] to improve its energy e�ciency on QNNs. Marsellus [56] (16
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cores) and Kraken [67] (8 cores) use Xpulpnn, an ISA extension for low-bitwidth (2/4-bit) integer
dot-products used to accelerate symmetric precision QNNs. Dustin [200] (16 cores) also exploits
a similar concept, but it also introduces a lockstep mechanism to operate all the cores in a SIMD
fashion, further increasing their e�ciency.
Manticore [294], Celerity [59], Esperanto [68] and Tenstorrent [269] exploit ISA extensions for

faster RISC-V based Deep Learning workload execution in the context of many-core architectures
where a large number of very simple cores cooperate. As these architectures are targeted at server-
based training as well as inference, they typically focus on �oating point multiply-accumulate and
dot-product operations, such as exSDOTP [22].

4.4.2 RISC-V Vector Co-processors. The main proponents of the RISC-V architecture have tradition-
ally been strong proponents of Cray-style vector co-processors as an alternative to packed-SIMD
extensions used in many competitor architectures (see e.g., Lee et al. [161]). Following this line
of thought, vector co-processors have been from the start a natural architectural target for Deep
Learning-oriented RISC-V acceleration. AVA [156], Vitruvius+ [185], Ara [36, 213] are research-
based vector co-processors meant to accelerate the full RISC-V V extension for general-purpose
vectorizable applications; while these include Deep Learning, such attempts (generally focusing
on 64-bit computation) are not particularly tailored in terms of energy e�ciency when compared
to more compact solutions speci�cally tuned for DNNs. Commercial RISC-V vector processors,
mainly targeted at High-Performance Computing markets, have recently started appearing, such
as Xuantie [41] and Ventana [6]. Spatz [37] and Arrow [20], on the other hand, are examples of
vector co-processors explicitly tailored for Deep Learning. The former in particular focuses only on
a subset of the V extension and on 32-bit data, capturing better opportunities for energy e�ciency.

4.4.3 RISC-V Memory-coupled Neural Processing Units (NPUs). Memory-coupled NPUs have been
very often connected to RISC-V processors, exploiting the latter’s availability to engineer innovative
architectural templates and solutions. Concerning the tightest kind of memory coupling, at L1,
most proposals in the state-of-the-art are based on the PULP template, and devote signi�cant
e�ort to enabling fast communication between RISC-V cores and accelerators. Vega [229] is a
prototype system based on the Parallel Ultra-Low Power (PULP) multi-core template coupling 9
RI5CY cores with a quantized DNN convolutional NPU sharing directly L1 scratchpad memory with
the cores. GreenWaves Technologies GAP9 [4] is a commercial product, targeted at the hearables
market, that follows the same line with many architectural improvements and a redesigned AI NPU
for QNNs – leading to the product achieving the best performance and energy e�ciency in the
public TinyMLPerf Tiny 1.0 challenge as of this writing [5]. Archimedes [217] proposes a large AI
hardware accelerator for performance-hungry Extended Reality applications. RedMulE [259, 260],
integrated in the Darkside prototype [88], follows the same principles but focusing on �oating-point
computation to support training as well as inference. Garofalo et al. [87] and Bruschi et al. [30]
integrate in-memory-computing PCM-based NPUs, the latter simulating a system scaled up to
match the size of server-class hardware.

Loosening the memory coupling, i.e., moving the memory shared between cores from L1 to L2/L3,
there are many other proposed NPU solutions in the State-of-the-Art. In these instances, RISC-V
cores serve mainly as they are well available (also as fully open-source veri�ed cores) and at the same
time �exible and easy to integrate into larger systems. Systems exploiting this template include, for
example, SNCPU [136], which builds a hybrid system that can act as either a set of 10 RISC-V cores
or be recon�gured in a systolic NPU. Gonzalez et al. [94] and Genc et al. [89] exploit a systolic array
generation tool, Gemmini, to generate systolic arrays used to accelerate DNNs and coupled with a
RISC-V core by exploiting a shared L3 or L2 memory, respectively. Simba [237] follows a similar
template, and is also meant to be scaled towards server-grade performance by means of integration
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Fig. 6. Performance and power consumption of prototypes of several State-of-the-Art Deep Learning acceler-
ation architectures discussed in Section 4.4. Dot color indicates maturity (silicon, pre-silicon, simulation); dot
shape indicates data type employed.

Table 8. Summary of RISC-V Deep Learning acceleration architectures

Category Accelerator Tech [nm] Area [mm2] Freq [MHz] Voltage [V] Power [mW] Perf [GOPS] E� [GOPS/W] # MAC units Data Type Maturity

ISA

Dustin [200] 65nm 10 205 1.2 156 33.6 215 128 INT2 x INT4 Silicon
Kraken (RISC-V cores) [67] 22nm 9 330 0.8 300 75 750 128 INT2 Silicon
Manticore [294] 22nm 888 500 0.6 200 25 188 24 FP64 Silicon
Celerity [59] 16nm 25 1050 - 1900 - - 496 INT32 Silicon
Tenstorrent [269] 12nm 477 - - - 92000 - - FP16 Silicon
exSDOTP [22] 12nm 0.52 1260 0.8 278 160 575 16 FP8 Pre-silicon
Esperanto [68] 7nm 570 1000 - 20000 139000 6.95 69632 INT8 Silicon
CNC [42] 4nm 1.92 1150 0.85 510 75.8 149 512 INT8 Silicon

Vector

Lee et al. [160] 14nm 181 2000 0.8 60000 64000 1450 16384 INT8 Silicon
AVA [156] 22nm 3.9 - - - - - - FP64 Pre-silicon
Spatz [37] 22nm 20 594 0.8 1070 285 266 256 INT32 Pre-silicon
Vitruvius+ [185] 22nm 1.3 1400 0.8 459 21.7 47.3 8 FP64 Pre-silicon
Ara [36] 22nm 10735 kGE 1040 0.8 794 32.4 40.8 16 FP64 Pre-silicon
Perotti et al. [213] 22nm 0.81 1340 0.8 280 10.4 37.1 4 FP64 Pre-silicon

L1 NPU

Darkside [88] 65nm 3.85 200 1.2 89.1 12.6 152 32 FP16 Silicon
Marsellus (NPU) [56] 22nm 18.7 420 0.8 123 637 7600 10368 1–bit INT2 Silicon
Garofalo et al. [87] 22nm 30 500 0.8 150 958 6390 36 (DW) INT8 Pre-silicon
Vega [229] 22nm 12 450 0.8 49.4 32.2 651 27 INT8 Silicon
RedMulE [259, 260] 22nm 0.73 613 0.8 193 117 608 96 FP16 Pre-silicon
Archimedes [217] 22nm 3.38 270 0.65 112 1198 10.6 5184 INT2 x INT8 Pre-silicon
Bruschi et al. [30] 5nm 480 - - 3070 20000 6500 3.35⇥107 Analog Simulation

L2 NPU

SNCPU [136] 65nm 4.47 400 1 116 75.9 655 100 INT8 Silicon
SamurAI [186] 28nm 4.52 350 0.9 94.7 36 380 64 INT8 Silicon
Gemmini [89] 22nm 1.03 1000 - - - - 256 INT8 Pre-silicon
DIANA (digital) [113] 22nm 10.24 280 0.8 132 230 1740 256 INT8 Silicon
DIANA (analog) [113] 22nm 10.24 350 0.8 132 18100 176000 256 INT8 Silicon
TinyVers [122] 22nm 6.25 150 0.8 20 17.6 863 64 INT8 Silicon
Simba [237] 16nm 6 161 0.42 - - 9100 1024 INT8 Silicon
Axelera AI [283] 12nm 9 800 - 2787 39300 14100 - INT8 Silicon
Tambe et al. [257] 12nm 4.59 717 1 111 734 6612 - FP4 Silicon

L3 NPU Gonzalez et al. [94] 22nm 16 961 - - - 106.1 256 INT8 Silicon
ESP [125] 12nm 21.6 1520 1 1830 - - 3x NVDLA INT8 Silicon

of chiplets on multi-chip modules. ESP [91, 92] and Tambe et al. [257] also focus on integration
of hardware accelerators and NPUs in larger-scale Network-on-Chips using RISC-V cores as the
primary computing engines. On the other end of the spectrum, SamurAI [186], TinyVers [122], and
DIANA [113] build up AI-IoT systems composed of a microcontroller and L2-coupled NPUs (in
the case of DIANA both an analog SRAM-IMC-based accelerator and a conventional digital one).
Kraken [67] couples the aforementioned RISC-V ISA-extended cluster with specialized L2-coupled
Spiking Neural Network (SNN) and Ternary Neural Network (TNN) accelerators.
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Fig. 6 summarizes the performance, power, technological maturity and data types used in
the architectures discussed in this Section. We can observe that RISC-V-based architectures for
Deep Learning occupy essentially the full spectrum of Deep Learning architectures from 10 mW
microcontrollers up to 100 W SoC’s meant to be integrated as part of high-performance computing
systems. Most of the research has, so far, focused on the lower end of this spectrum, striving
for the best energy e�ciency. We can observe e�ciency is strongly correlated with architectural
techniques yielding accuracy (e.g., data bitwidth reduction & quantization). Table 8 summarizes all
quantitative information available on the discussed architectures; where multiple operating points
were reported for a single architecture, the table reports always the highest-performance one (for
consistency, this applies to both performance and energy e�ciency numbers).

5 ACCELERATORS BASED ON EMERGING COMPUTING PARADIGMS
5.1 Arithmetic Data-paths
Performance achievable with ASIC accelerators for inference of deep learning circuits are mainly
dependent on the structure of the arithmetic data-path. At its core deep learning systems perform
several �nite impulse response operations over a large set of data. Hence the accelerator can be
optimized by exploiting the techniques used for the e�cient implementation of the underlying
arithmetic operations. As shown in Fig. 7, three main types of optimization can be performed on
the arithmetic data-path. Convolution is one of the main operations performed in a deep learning
system.Mono-dimensional convolution can be e�ciently implemented using the approach proposed
in [47, 262]. In these papers, the overall result of the convolution is obtained with a reduced number
of multiplications. A reduced number of multiplications allows improving the trade-o� between
the throughput of the circuit and the amount of hardware resources needed for its implementation.
The technique has been further developed in [48, 278, 280] where it is applied to multi-dimensional
convolution used in neural networks.

The multiplication itself can be implemented with optimized circuits. In [132, 215] the area and
power dissipation of the multiplier circuit is reduced by discarding part of the partial products
used to compute the result. These circuits trade-o� precision and circuit complexity in order to
improve the design. As a general methodology this approach is often referred as Approximate
Computing Paradigm, providing a way to approximate the design at the cost of a tolerable accuracy
loss. The Approximate Computing techniques proposed in [151, 295] provide a reduced complexity
multiplier by modifying the way the partial products are computed. In [293] a recursive approach
is proposed, in which the multiplier is decomposed into small approximate units. In the approach
proposed in [74] the approximation is implemented in the way the partial products are summed.

Finally, the Approximate Computing Paradigm can also be implemented in the 4-2 compressors
[9, 102, 148, 203, 254, 290] that represent the atomic blocks used for the compression of the partial
products of the multiplier.

Di�erent from the previous works, the segmentation method is aimed at reducing the bit-width
of the multiplicands. The papers [108, 267] describe a dynamic segmentation method in which the
segment is selected starting from the leading one of the multiplicand binary representation. On the
contrary, the paper [191] proposes a static segmentation method, which reduces the complexity
of the selection mechanism by choosing between two segments with a �xed number of bits. The
paper [255] improves the accuracy of the static segmentation method multipliers by reducing the
maximum approximation error, whereas in [165] the authors propose a hybrid approach in which
a static stage is cascaded to a dynamic stage.
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Fig. 7. Taxonomy of the data-path architectures described in Section 5.1

5.2 Accelerators for Sparse Matrices
Sparse matrices represent a main staple for scienti�c computations and are at the hearth of widely
used computational kernels, which are also applied in modern DL workloads. The most famous
de�nition of sparse matrix is attributed to James Wilkinson and dates back to more than 50 years
ago [61]: any matrix with enough zeros that it pays to take advantage of them. A more recent
and quantitative de�nition by Filippone et al. [78] states that a matrix is sparse if its number of
non-zero coe�cients is $ (=), where = is the number of rows (columns) of the matrix.
Sparse matrices are usually stored in compressed format in order to avoid redundant storage

as well as a lot of useless calculations. That is, the storage format attempts to take advantage of
the zeros by avoiding their explicit storage. The counterpart is that the traditional simple mapping
between the index pair of each matrix coe�cient and the position of the coe�cient in memory is
destroyed. Therefore, all sparse matrix storage formats are devised around means of rebuilding this
mapping using some auxiliary index information. This rebuilding has a non-negligible cost and
impacts on the matrix operations to be performed. Therefore, the performance of sparse matrix
computations depends critically on the selected storage format.
Widely used sparse matrix storage formats include COOrdinate (COO), Compressed Sparse

Rows (CSR), and Compressed Sparse Columns (CSC) [78]. For example, CSR, which is perhaps
the most popular sparse matrix representation, compresses the sparse matrix into three di�erent
arrays. The �rst one represents the non-zero values, the second contains the column indexes, while
the third marks the boundaries of each row in the matrix. The above formats can be considered
as general-purpose, meaning that they can be used on most hardware with little or no changes.
However, additional and hardware-oriented formats become attractive when moving onto special
computing architectures such as accelerators. For example, many storage formats, such as ELLPACK,
were speci�cally developed for vector machines, in order to introduce a certain degree of regularity
in the data structure to allow the e�cient exploitation of vector instructions.
A factor that can drive the choice of the storage format is the sparsity pattern of the matrix

that is, the pattern of non-zero entries contained in the matrix. Common sparsity patterns include
unstructured (where nonzeros are randomly and irregularly scattered), diagonal (where nonzeros
are restricted to a small number of matrix diagonals), and block sparse (either coarse-grain or
�ne-grain). Each of these sparsity patterns is best addressed using di�erent formats. For instances,
the diagonal format (DIA) is an appropriate representation for diagonal matrices.

DNN models are composed of large, dense matrices which are typically used in matrix multiplica-
tion and convolutions. In the last years, state-of-the-art DL models have dramatically increased in
size, with hundreds of billions of parameters (e.g., large language models as GPT-3 require 175B pa-
rameters [29]) and trillions of compute operations per input sample. In order to reduce DNN model
sizes and computation requirements (including the energy footprint), pruning (i.e., setting to zero)
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of DNN weights has emerged as a particularly e�ective and promising technique. Pruning entails
to identify unnecessary redundancy in DNN trained model weights and zero out these nonessential
weights [106, 250], thus allowing to discard zero values from storage and computations. Therefore,
pruning induces sparsity in the DL model, in which a large proportion (typically between 50%[204]
to 90% [105]) of the weights are zero. Pruning methods allow to keep model accuracy with little
loss in model quality, thus achieving the same expressive power as dense model counterparts, while
leading to models that are more e�cient in terms of computing and storage resources demand.

The second factor that induces sparsity in DNNmodels is the ReLU (recti�ed linear unit) operator,
which is frequently used as activation function. Indeed, ReLU resets all the negative values in the
matrices of the activations1 to zero.
Because of network pruning and zero-valued activations, sparsity has become an active area

of research in DNN models. These two techniques allow to reduce both the memory size and the
memory accesses, the latter thanks to the removal of useless operations (i.e., multiply by zero),
which also save processing power and energy consumption. As regards the memory size, the
number of non-zero entries in the resulting sparse matrices can be reduced to 20-80% and 50-70%
for weights and activations, respectively [106, 202]. Sparse matrices can thus be stored using a
compressed representation, thus leading to at least 2-3x memory size reduction. However, the main
disadvantage of a sparse matrix is that the indexes become relative, which adds extra levels of
indirection that add complexity and need to be carefully managed to avoid ine�ciency.
As regards the sparsity pattern of DNN models, it can range from unstructured as a result of

�ne-grain pruning, which maintains model accuracy, to structured when coarse-grain pruning is
applied to improve execution e�ciency at the cost of downgrading the model accuracy [106, 286].
Randomly distributed nonzeros can lead to irregular memory accesses, that are unfriendly on
commodity architectures, e.g., GPU, as well as to irregular computations that introduce conditional
branches to utilize the sparsity. The latter are hardly applicable for accelerators, which are designed
for �ne-grained data or thread parallelism rather than �exible data path control. On the other hand,
hardware-friendly structured sparsity can e�ciently accelerate the DNN evaluation at the cost of
model accuracy degradation.
Moreover, sparsity is becoming ubiquitous in modern deep learning workloads (i.e., not only

because of the application of compression techniques such as network pruning and zero-valued
activations) due to the application of deep learning to graphs for modeling relations (in social
networks, proteins, etc.) using highly sparse matrices, such as in Graph Neural Networks (GNNs).

The key computational kernel within most DL workloads is general matrix-matrix multiplications
(GEMM) [84]. It appears frequently during both the forward pass (inference and training) and
backward pass (training); for instance, experiments reported in [220] show that GEMM comprises
around 70% of the total compute cycles during training for Transformer and Google Neural Machine
Translation workloads. Therefore, GEMM represents a primary target for hardware acceleration
in order to speed up training and inference. However, GEMM in DL is characterized by sparsity
of matrices, which arises from pruning as explained above, and non-square matrix dimensions,
which arise from minibatches and weight factorization [205]. A popular computational kernel for
convolutional neural networks (CNNs) is sparse vector-vector dot product. Sparse-dense matrix
multiplication (SpMM) and sampled dense dense matrix multiplication (SDDMM) are two of the
most generic kernels in GNNs.

Spatial-architecture-based hardware accelerators that exploit sparsity have di�erent architectures
that allow to adapt the computation to sparse matrices. In the following, we review their main
features.

1The activations are the output values of an individual layer that are passed as inputs to the next layer.
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Some accelerators (e.g., Cnvlutin, Cambricon-X, Eyeriss) handle only one-sided sparsity, which
stems either from zero-valued activations or network pruning, thus achieving only a partial reduc-
tion in compute and data reduction. On the other hand, other accelerators (e.g., SCNN, SparTen,
Eyeriss v2) target two-sided sparsity, which originates from network pruning and zero-valued
activations. In addition to the di�erent approaches of exploiting sparsity, these architectures also
employ distinct data�ows to execute the DNN layers. Due to the complexity of the logic, existing
hardware accelerators for sparse processing are typically limited to a speci�c layer type (e.g.,
fully-connected layers, convolutional layers).
Eyeriss [45] targets CNN acceleration by storing in DRAM only nonzero-valued activations in

CSC format and by skipping zero-valued activations (by means of gating the datapath switching and
memory accesses) in order to save energy. Eyeriss v2 [46], which targets DNNs on mobile devices,
supports also sparse network models. It utilizes the CSC format to store weights and activations,
which are kept compressed not only in memory but also during processing. To improve �exibility,
it uses a hierarchical mesh for the PEs interconnections. By means of these optimizations, Eyeriss
v2 is signi�cantly faster and more energy-e�cient than the original Eyeriss.

Cnvlutin [12], which also targets CNN acceleration, uses hierarchical data-parallel units, skips
computation cycles for zero-valued activations and employs a co-designed data storage format
based on CSR to compress the activations in DRAM. However, it does not consider the sparsity of
the weights.
On the contrary, Cambricon-X architecture [298] exploits sparsity of CNNs by letting the PEs

store the compressed weights in CSR format for asynchronous computation. However, it does not
exploit activations sparsity.
EIE [104] targets energy-e�cient acceleration of DNN inference. To this purpose, it employs a

scalable array of PEs, where each PE stores a partition of the DNN network in SRAM, whose usage
allows to obtain high energy savings with respect to DRAM. It compresses the weights using a
variant of CSC sparse matrix representation and has skipping ability for zero-valued activations.

NullHop [10] is a CNN accelerator architecture that applies the Compressed Image Size (CIS)
format to the weights and skips the null activations, similarly to EIE.

Sparse CNN (SCNN) [202] is an accelerator architecture for inference in CNNs. It employs a cluster
of asynchronous PEs connected via simple interconnections and comprising several multipliers
and accumulators. SCNN exploits sparsity in both weights and activations, which are stored in the
classic CSR representation. It employs a Cartesian product-based computation architecture that
maximizes the reuse of weights and activations within the cluster of PEs; the values are delivered
to an array of multipliers, and the resulting scattered products are summed using a dedicated
interconnection mesh. By exploiting two-sided sparsity, SCNN achieves to improve performance
and energy over dense architectures.
SparTen [93] is based on SCNN [202]. It addresses some considerable overheads of SCNN in

performing the sparse vector-vector dot product by improving the distribution of the operations
to the multipliers and allows to use any convolutional stride (not being limited to unit-stride
convolutions as SCNN). It also addresses unbalanced sparsity distribution across the PEs by means
of an o�ine software scheme.
The PermDNN architecture [63] addresses the generation and execution of hardware-friendly

structured sparse DNN models using permuted diagonal matrices. In this way, it does not incur
into load imbalance which is caused by the irregularity of unstructured sparse DNN models.

SqueezeFlow [164] is an accelerator architecture that exploits sparsity of CNNmodels. Di�erently
from the accelerators described above, it takes an alternative approach with the goal to reduce
the hardware complexity. To this end, it exploits concise convolution rules to bene�t from the
reduction of computation and memory accesses as well as the acceleration of existing dense CNN
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architectures without intrusive PE modi�cations. The Run Length Compression (RLC) format is
used to compress activations and weights.

A di�erent strategy is also pursued by the Unique Weight CNN (UCNN) accelerator [111], which
proposes a generalization of the sparsity problem. Rather than considering only the repetition of
zero-valued weights, it exploits repeated weights with any value by reusing CNN sub-computations
and reducing the model size in memory.

SIGMA [220] is an accelerator for DNN training which is characterized by a �exible and scalable
architecture that o�ers high utilization of its PEs regardless of kernel shape (i.e., matrices of arbitrary
dimensions) and sparsity pattern. It targets acceleration of GEMMs with unstructured sparsity.
Bit-Tactical [62] is a DNN accelerator where the responsibility for exploiting weight sparsity

is shared between a static scheduling middleware and a co-designed hardware front-end, with
a lightweight sparse shu�ing network which comprises two multiplexers per activation input.
Unlike SIGMA and other accelerators, Bit-tactical leverages scheduling in software to align inputs
and weights.
While the above accelerators are statically tailored to a particular data�ow, which make them

better suited to di�erent data sets, Flexagon [189] is a recon�gurable accelerator that is capable of
performing sparse-sparse matrix multiplication computation by using the particular data�ow that
best matches each case.

Besides the design of specialized hardware accelerators to exploit model sparsity, a parallel trend
is to use GPU architectures. Pruned sparse models with unstructured sparse patterns introduce
irregular memory accesses that are unfriendly on commodity GPUs architectures. A �rst direction
to tackle this issue on commodity DNN accelerators is at the software layer, by means of pruning
algorithms which enforce a particular sparsity pattern, such as tile sparsity [98], on the model that
allows to leverage existing GEMM accelerators.

A second direction to leverage the sparsity in DNN models on GPUs, is to introduce new archi-
tectural support, such as Sparse Tensor Cores [187]. The NVIDIA Ampere architecture introduces
this Sparse Tensor Core design with a �xed 50% weight pruning target and achieves a better
accuracy and performance trade-o�. However, sparsity from activations, which are dynamic and
unpredictable, is challenging to leverage on GPUs. Indeed, the current sparse Tensor Core is only
able to take advantage of weight sparsity but not activation sparsity.
Recon�gurability appears to be a keyword for the design of new sparse accelerators, because

some network models exhibit dynamic sparsity [76], where the position of non-zero elements
changes overtime.

5.3 Emerging 3D-stacked Processing-in-memory Technologies
3D integration technologies [137] allow to stack as many as 16 or more 2D integrated circuits and
interconnect them vertically using, for instance, through-silicon vias (TSVs), microbumps, or Cu-Cu
connections. In this way, a 3D circuit behaves as a single device achieving a smaller area footprint
than conventional 2D circuits, while reducing power and latency in data transfer. In general,
3D integration is a term that includes such technologies as 3D wafer-level packaging (3DWLP)
[245], 2.5D and 3D interposer-based integration [2], 3D stacked ICs (3D-SICs), 3D heterogeneous
integration, and 3D systems integration, as well as true monolithic 3D ICs [145, 179].

These technologies have been employed in the development of new memory devices, which stack
layers of conventional 2D DRAM or other memory types (for instance, Non-Volatile Memory (NVM)
based on ReRAM [54]) together with one or more optional layers of logic circuits. These logic layers
are often implemented with a di�erent process technology and can include bu�er circuitry, test logic,
and processing elements. Compared to 2D memories, 3D stacking increases the memory capacity
and bandwidth, reduces the access latency due to the shorter on-chip wiring interconnection and



A Survey on Deep Learning Accelerators for Heterogeneous HPC Platforms 25

the use of wider buses, and potentially improves performance and power-e�ciency of system. In
fact, 3D stacking of DRAMmemory provides an order of magnitude higher bandwidth and up to 5⇥
better energy e�ciency then conventional 2D solutions, making the technology an excellent option
for meeting the requirements in terms of high throughput and low energy of DNN accelerators
[109].

Two main 3D stacked memory standards have been recently proposed: the Hybrid Memory Cube
(HMC) and the High Bandwidth Memory (HBM). 3D stacked processing-in-memory accelerator
proposals modify the architecture of the 3D memory block inserting processing logic near the
memory elements. Two approaches can be commonly found. In the �rst approach, the computing
logic is embedded into the logic die (logic die-level processing-in-memory); in the second approach,
processing logic is integrated into each DRAM die at the level of memory banks, after the column
decoder and selector blocks (bank-level processing-in-memory). We present in the following
subsections the main characteristics of the two 3D stacked memory standards, and overview the
existing accelerators adopting them.

5.3.1 Hybrid Memory Cube. The Hybrid Memory Cube is a single package containing four to
eight DRAM die and one logic die, all stacked together using thousands of TSVs, achieving a much
desired high memory bandwidth [118, 123]. As shown in Figure 8a, in a HMC, memory is organized
vertically, and portions of each memory die are combined with the corresponding portions of the
other memory dies and the logic die. This creates a 2D grid of vertical partitions, referred as vaults
[211]. Each vault is functionally and operationally independent and includes in the logic layer a
memory controller that manages all memory reference operations within that vault, as well as
determining timing requirements and dealing with refresh operations, eliminating these functions
from the host memory controller. The independence of each vault allows to exploit memory level
parallelism, as multiple partitions in the DRAM dies can be accessed simultaneously.
Commands and data are transmitted from and to the host across external I/O links consisting

of up to four serial links, each with a default of 16 input lanes and 16 output lanes for full duplex
operation (HMC2 speci�cations [118]). All in-band communication across a link is packetized.
According to speci�cations, up to 320 GB/s e�ective bandwidth can be achieved by considering 30
Gb/s SerDes I/O interfaces, with a storage capacity, depending on the number of stacked layers, of
4GB and 8GB [118, 183].

(a) (b)

Fig. 8. (a) High-level architecture of the Hybrid Memory Cube. (b) Cut through image of a computing system
with HBM.

5.3.2 High Bandwidth Memory. The High Bandwidth Memory is a high-speed computer memory
interface for 3D-stacked synchronous dynamic random-access memory (SDRAM) [143, 242]. Each
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Table 9. Summary of 3D-staked Processing-in-memory DNN accelerators.

PIM Year Integration Level 3D Mem. Tech. Functions Data Type Tech. Node Performance [GOPs/s] Power [W] Maturity

Neurocube[141] 2016 Logic die HMC MAC 16-bit �xed point 15nm 132 3.4 + HMC Layout
Tetris[85] 2017 Logic die HMC ALU/MAC 16-bit �xed point 45nm - 8.42 Simulation
NeuralHMC[184] 2019 Logic die HMC MAC 32-bit �oating point - - - Simulation
VIMA[57] 2021 Logic die HMC ALU/MULT/DIV 32-bit integer/�oating point - - 3.2 + HMC Simulation
Newton[110] 2020 Bank HBM MAC b�oat16 - - - Simulation
HBM-PIM[153] 2020 Bank HBM ALU/MAC 16-bit �oating point 20nm 1200 - Silicon

memory module is composed by stacking up to eight DRAM dies and an optional base die including
bu�er circuitry and test logic. Dies are vertically interconnected by TSVs and microbumps, in a way
similar to the HMC. As shown in Figure 8b, the memory stack is often connected to the memory
controller on the host (e.g., GPU or CPU) through purpose-built silicon chip, called interposer [2],
which is e�ectively a miniature PCB that goes inside the package and decreases the memory paths
by allowing the host and the memory to be physically close. However, as semiconductor device
fabrication is signi�cantly more expensive than printed circuit board manufacture, this adds cost to
the �nal product. Alternatively, the memory die can be stacked directly on the host processor chip.

The HBM DRAM is tightly coupled to the host computer through a distributed interface, which is
divided into independent channels. The HBM DRAM uses a wide-interface architecture to achieve
high-speed, low-power operation. Each channel interface maintains a 128-bit (HMB2) or 64-bit
(HMB3) data bus operating at double data rate (DDR). The latest version (2022) of the HBM (HBM3)
supports up to 16 channels of 64 bits, with a total number of data pins equal to 1024, and with
an overall package bandwidth of 600 GB/s [124, 218]. Depending on the producer, the HBM stack
consists of 8 or 12 16Gb DRAMs, with a total maximum memory capacity of 24 GB [227].

5.3.3 3D stacked Accelerators: some considerations. The HMC and HBM provide highly parallel
access to the memory which is well suited to the highly parallel architecture of the DNN accelerators.
The processing elements of 3D stacked DNN accelerators can be embedded in the logic die or in the
memory dies, reducing signi�cantly the latency of accessing data in main memory, and improving
the energy e�ciency of the system. However, there are some challenges and limitations to be taken
into account when using this technology [142]. First, the amount of processing elements that can
be integrated into 3D stacked memories is limited by the size of the package. Moreover, the overall
power dissipation of these elements is limited by thermal issues of 3D stacking, as an increase in the
operation temperature would result in performance degradation from overheating [112]. Second,
the stacking of multiple IC layers has a high manufacturing complexity, which leads to lower yield
and problematic testability. Therefore, in order to support the adoption of this technology, proper
cooling methods and better manufacturing solutions are required.

Apart from the above mentioned technological challenges, embedding processing elements into
the memory and moving the computation closer to it requires to rethink the optimization of the
system design in order to take into account the proximity of the processing logic to the main
memory. Depending on the use case, this might involve the redesign of the on-chip bu�ers in
the logic die, to support the lower latency and energy cost of the accesses to main memory, as
well as the use of new approaches for representing, partitioning, and mapping the data�ow of the
application in order to exploit the highly parallel system supported by the availability of multiple
channels [109].

5.3.4 State-of-the-art on 3D-stacked Processor-in-memory solutions. We can distinguish two di�er-
ent approaches when integrating digital processing elements in a 3D stacked memory architecture
[142]. The �rst approach, most commonly found in the literature, embeds the computing into the
logic die of the memory block (logic die-level processing-in-memory). In the second approach
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(a) (b)

Fig. 9. (a) Neurocube architecture. (b) HBM-PIM architecture.

(bank-level processing-in-memory), processing logic is integrated into each DRAM die at the level
of the memory banks, after the column decoder and selector blocks.

A �rst example of a 3D processing-in-memory implementation is Neurocube [141]. As shown in
Figure 9a, the Neurocube architecture is embedded into the logic die of a HMC, and consists of
a cluster of processing engines (PE) connected by a 2D mesh Network-on-Chip (NoC). The PE is
composed of a row of multiply accumulator (MAC) units, a cache memory, a temporal bu�er, and a
memory module for storing shared synaptic weights. Each PE is associated to a single memory
vault and can operate independently and communicate through the TSVs and the vault controller.
A host communicates with the Neurocube through the external links of the HMC to con�gure the
Neurocube for di�erent neural network architectures. Each vault controller in the HMC has an
associated programmable neurosequence generator (PNG), i.e., a programmable state-machine that
controls the data movements required for neural computation. Neurocube implements an output
stationary data�ow, meaning that each MAC from a PE is responsible for the computations of a
di�erent output neuron at a time.
Similarly to Neurocube, Tetris [85] uses a HMC memory stack organized into 16 vaults. Each

vault is associated with a processing engine, connected to the vault controller, and composed of an
systolic array of 14 ⇥14 processing elements and a small SRAM bu�er, shared among the processing
elements. A 2Dmesh NoC connects all the processing engines. Di�erently from previous accelerator
approaches, the dimension of the bu�ers in the logic layer is reduced and optimized to take into
account the lower cost of accessing the DRAM layers, as well as the area constraints of the 3D
package. Each PE has a register �le and a MAC to locally store the inputs/weights and perform
computations. Tetris implements a a row stationary data�ow which maps 1D convolutions onto a
single PE and utilizes the PE register �le for local data reuse. A 2D convolution is orchestrated on
the 2D array interconnect so that the data propagation among PEs remains local. In [85], an optimal
scheduling is discussed to maximize on-chip reuse of weights and/or activations, and resource
utilization. However, a programming model is not presented.

NeuralHMC [184] adopts the same systolic architecture and row-stationary data�ow discussed in
Tetris. However, the authors introduce the use of a weight sharing pipelined MAC design to lower
the cost of accessing weight data, by reducing the original 32 bits �oating points weights to a 5 or 8
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bits cluster index, saving memory consumption. Moreover, they discuss a series of mechanisms to
reduce and optimize packet scheduling and on-chip communication in multi-HMC architectures.
The authors in [57] study the bene�ts of migrating machine learning kernels on a near-data

processing (NDP) architecture capable of large-vector operations. The work derives from previous
work of the same authors [13], where they introduced the HIVE architecture, which extends the
HMC ISA for performing common vector operations directly inside the HMC, avoiding contention
on the interconnections as well as cache pollution. The newly introduced Vector-In-Memory
Architecture (VIMA) supports all ARM NEON Integer and Floating-point instructions and operates
over vectors of 8 KB of data by fetching data over the 32 channels (vaults) of the HMC in parallel.
The authors extend and use an NDP intrinsics library that supports validation of NDP architectures
based on large vectors, and provide insights and show bene�ts of migrating Machine Learning
algorithms to vector-based NDP architectures. Their simulated results show a signi�cant speed up
and energy reduction with respect to an x86 baseline.

The second approach to PIM acceleration found in the literature integrates the processing logic
near the memory banks, after column decoder and selector, allowing the logic to bene�t of the
entire width of the cell array.

Newton [110] proposes a �xed data �ow accelerator that computes matrix-vector multiplication
e�ectively. It employs a minimal compute of onlyMAC units and bu�ers and a DRAM-like command
interface for the host CPU to issue commands to the PIM compute, avoiding the overhead and
granularity issues of o�oading-based accelerators, e.g., the delay in the launch of the kernel and the
switching between the PIM/non-PIM operational modes. Newton is implemented, at the bank level,
on HBM, and each of its bank includes 16 multipliers, 16 adders in a reduction tree, and a 16-bit
accumulator register. Two input operands of the multipliers come from the memory cell array after
the column selector and the global bu�er, which broadcasts an input vector to all memory banks,
implementing a multiplication between the vector and the matrix rows stored in the banks. The
results of the vector-matrix multiplications are stored in an output vector. To reduce the output
vector write tra�c with minimal output bu�ering, Newton employs an unusually-wide interleaved
layout (DRAM row-wide). In Newton, both the input and output vectors have high reuse while the
matrix has no reuse.
HBM-PIM [153] implements a function-in-memory DRAM (FIMDRAM) that integrates a 16-

wide single-instruction multiple-data engine within the memory banks and that exploits bank-
level parallelism to provide 4 ⇥ higher processing bandwidth than an o�-chip memory solution
(Figure 9b). In their design, half of the cell array in each bank of the HBMwas removed and replaced
by a programmable computing unit (PCU), placed adjacent to the cell array to utilize bank-level
parallelism. Each PCU is shared among two banks, and there are 8 PCUs per pseudo-channel. The
PCU is divided into a register group, an execution unit, a decoding unit for parsing instructions
needed to perform operations, and interface units to control data �ow. The register group consists
of a command-register �le for instruction memory (CRF), a general-purpose register �le for weight
and accumulation (GRF), and a scalar register �le to store constants for MAC operations (SRF). The
PIM controller is integrated to support the programmability of the PCU and, similarly to Newton,
the seamless integration with the host by determining the switching between the PIM/non-PIM
operational modes. If the PIM mode is asserted, the PCUs execute the instructions pre-stored in the
CRF, incrementing the program counter every time a DRAM’s read command is issued.
3D-stacked processing-in-memory has been also proposed for accelerating application loosely

related to DNNs. We present hereafter a brief overview of these accelerators.
The use of processing elements in the logic layer of an HMC is discussed in [199], to support the

simulation of large networks on neurons. The proposed Neuron In-Memory (NIM) architecture
is composed of 2,048 functional units, operating on integer and �oating-point data, and a small
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register �le with 8 × 16 registers of 32 bits each per vault. Fast vector elements operation is also
supported. When compared with traditional multi-core environments, NIM provides overall system
acceleration and reduces overall energy consumption, taking advantages of the broad bandwidth
available in 3D-stacked memory devices.
Millipede [193] is an NDP architecture for Big data Machine Learning Analytics (BMLA) that

implements its processors in the logic layer of 3D-stacked memories. These processors have a local
memory, register �le, pipeline, cache, and prefetch bu�ers.
The authors in [179] explore the design trade-o�s and thermal implications of 3D stacking

in di�erent con�gurations layers of SRAM bu�ers and systolic accelerators composed of MAC
elements, while targeting Deep learning applications. The main memory (DRAM) is however not
necessarily stacked with the rest of the system. Their simulations show that stacking PE array on
top of the SRAM stack in a logic-over-memory fashion can not only achieve low energy but also
mitigate the thermal impact of 3-D.
iPIM [96] uses a near-bank architecture for image processing. The control and the execution

are decoupled to obtain a higher bank-level bandwidth and maximize the parallel execution of
processing engines on the memory dies. Each vault contains a control core in the logic die, while the
execution logic is placed in thememory die of each vault. Each control coremanages intra/inter-vault
data communication and executes instruction decoding with the support of the single-instruction-
multiple-bank (SIMB) instruction set architecture (ISA).
Neurosensor [17] is a 3D CMOS image sensor system with an integrated convolutional neural

network computation. The image sensor, read-out circuits, memory, and neural computation
logic layers are integrated in a single stack. The DNN computation platform is an adaptation from
Neurocube [141], and consists of a global controller, processing elements, a 2Dmesh NoC connecting
the PEs, and a programmable neurosequence generator for DRAM. The DNN computation is split
between the sensor and the host, and the optimal task distribution depends on the processing
capabilities of the sensor, the available amount of in-sensor memory for storing the synaptic
weights, and the available bandwidth between the sensor and the host.

5.4 In-memory computing accelerators based on emerging memories
In-memory computing (IMC) has been proposed to break both the memory and the compute wall in
data-driven AI workloads, using either SRAM or emerging memory technologies such as PCM and
RRAM, o�ering di�erent trade-o�s when used as an integrated computing device at the system level.
Full-digital IMC designs o�er a fast path for the integration of next generation of neural processing
systems like in NPUs. An example of IMC architecture targeting NPU design has recently been
proposed by STMicroelectronics in [64], where a scalable and design time parametric NPU for edge
AI relying on digital SRAM IMC has been manufactured in 18 nm FDSOI technology achieving an
end-to-end system-level energy e�ciency of 77 TOPS/W and an area e�ciency of 13.6 TOPS/mm2.
This IMC-NPU is the evolution of the Orlando system-on-chip proposed in [65]. Another digital
IMC design is NeuroCIM [144], an energy-e�cient processor with four key features achieving 310.4
TOPS/W: Most signi�cant bit (MSB) Word Skipping to reduce the BL activity; early stopping to
enable lower bitline activity; mixed-mode �ring for multi-macro aggregation; voltage folding to
extend the dynamic range.
Besides conventional CMOS designs, emerging non-volatile memories such as the RRAM and

the PCM have been recently explored for integration in stand-alone DNN accelerators. The RRAM
device structure (see Fig.10a) is a metal-insulator-metal (MIM) structure that consists of a top
electrode (TE), a bottom electrode (BE), and a metal-oxide layer sandwiched between them. By
applying a proper voltage across the electrodes and setting the maximum current �owing in the
MIM stack (through a series transistor), an RRAM cell can modulate the shape of a conductive
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�lament created in the metal-oxide layer. In PCM the active material is a chalcogenide phase
change material, which can remain in either crystalline or amorphous states for long periods
of time at moderately high temperature. Starting from the amorphous state, the application of
voltage pulses with relatively low amplitude causes the crystallization induced by Joule heating,
whereas the application of pulses at higher amplitudes can lead to local melting and consequent
amorphization. A typical PCM cell has a mushroom shape shown in Fig. 10a, where the pillar-like
bottom electrode con�nes heat and current, thus resulting in a hemispherical shape of the molten
material. In both technologies, their resistance state can be tuned not only as a digital memory
but also as a continuous analog memory with multiple states to perform in-memory computing
[119]. This characteristic allows e�cient matrix-vector multiplication when RRAM and PCM are
arranged in crossbar structures (see Fig.10b).

Fig. 10. (a) RRAM and PCM devices structure and (b) their arrangment in a crossbar structure for matrix-
vector multiplication. (c) Example of a stand-alone DNN accelerator (i.e., PRIME [49]) using RRAM crossbars
for in situ MAC operations. Reprinted from [162] and [44] under Creative Commons License.

A �rst example of an RRAM-based accelerator is the ISAAC [235] tile-based architecture that
proposes a pipeline design for CNN processing, which combines the data encoding and the pro-
cessing steps within in situ multiply and accumulate units (IMA). In the �rst pipeline step, data are
fetched from on an chip eDRAM to the computation tile. The data format in ISAAC is �xed 16 bit.
In computation, in each cycle, 1 bit is input to the IMA, and the computation result from the IMA
is converted to digital format, thus requiring 16 clock cycles to process the input. The nonlinear
activation is then applied, and the results are written back to eDRAM. Tiled computation is widely
used from RRAM to improve the throughput. The PipeLayer [244] architecture introduces intra-
layer parallelism and an inter-layer pipeline for tiled architecture, using duplicates of processing
units featuring the same weights to process multiple data in parallel.
RRAM-based accelerators have been also designed for RNN applications such as the works in

[277]. Here, all the decomposed operations were formulated into in-situ MAC operations to provide
high throughput. Further, designs like PRIME [49] takes part of the RRAM memory arrays to
serve as the accelerator instead of adding an extra processing unit for computation. This can be
considered as an architecture which is borderline between NPUs and stand-alone.
However, [33] noted that existing PIM RRAM accelerators su�er from frequent and energy-

intensive analog-to-digital (A/D) conversions, severely limiting their performance. To this extent,
they presented a new architecture to e�ciently accelerate deep learning tasks by minimizing the
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required A/D conversions with analog accumulation and neural approximated peripheral circuits.
Using a new data�ow they remarkably reduced the required A/D conversions for matrix-vector
multiplications by extending shift and add (S+A) operations into the analog domain before the �nal
quantizations.

The �rst PCM-based silicon demonstrator for DNN inference is Hermes, which appeared in 2021
[139]. The in-memory computing accelerator consists of a 256x256 PCM cross-bar and optimized
ADC circuitry to reduce the read-out latency and energy penalty. The SoC is implemented in 14nm
technology, showing energy e�ciency of 10.5 TOPS/W and performance density of 1.59 TOPS/mm2
on inference tasks of multi-layer perceptrons and ResNet-9 models trained on MNIST and CIFAR-10
datasets, with comparable accuracies as software baseline. The same 256x256 PCM cross-bar has
been integrated into a scaled-up mixed-signal architecture that targets inference of long short-term
memory (LSTM) and ResNet-based neural networks [83]. The chip, implemented in the same 14nm
technology, consists of 64 analog cores interconnected via an on-chip communication network and
complemented with digital logic to execute activation functions, normalization and other kernels
than Matrix-Vector Multiplications (MVMs). The accelerator achieves a peak throughput of 63.1
TOPS with a energy e�ciency of 9.76 TOPS for 8-bit input/8-bit output MVM operations.

Besides silicon stand-alone demonstrators, the PCM technology is evaluated from a broader
perspective in heterogeneous architectures that target di�erent classes of devices, from IoT end-
nodes to many-core HPC systems. Such studies aim to highlight and overcome the system-level
challenges that arise when the PCM technology is integrated in more complex mixed-signal systems.
For example, Garofalo et al. [87] analyze the limited �exibility of AIMC cores that can only sustain
MVM-oriented workloads, but they are ine�cient to execute low-reuse kernels, and other ancillary
functions such as batch-normalization and activation functions. To better balance the Amdahl’s
e�ects that show up on the execution of end-to-end DNN inference workloads, they propose as a
solution an analog-digital edge system that complements the computing capabilities of PCM-based
accelerators with the �exibility of general-purpose cores. The architecture, benchmarked on a
real-world MobileNetV2 model, demonstrates signi�cant advantages over purely digital solutions.

Bruschi et al. [30] leave the edge domain to study the potentiality of PCM-based AIMC in much
more powerful HPC many-core systems. The work presents a general-purpose chiplet-oriented
architecture of 512 processing clusters, each composed of RISC-V cores for digital computations
and nvAIMC cores for analog-amenable operations, such as 2D convolutions. This system is
benchmarked on a ResNet18 DNN model, achieving 20.2 TOPS and 6.5 TOPS/W.

Table 10. Summary of IMC accelerators based on RRAM and PCM memories

Accelerator Technology Process Application Area [mm2] Power [mW] Performance [GOPS] EE [GOPS/W] AE [GOPS/mm2]

ISAAC [235] RRAM+CMOS 32 nm CNN 85.4 65800 - 380.7 466.8
PipeLayer [244] RRAM+CMOS - CNN 82.63 - - 140 1485
NeuralPIM [33] RRAM+CMOS 32 nm CNN+RNN 86.4 67700 - 2040.6 1904
PRIME [49] RRAM+CMOS 65 nm MLP+CNN - - - 2100 1230
NeuRRAM [277] RRAM+CMOS 130 nm CNN+RNN+RBN 159 49.7 2135 43000 -
Hermes [139] PCM+CMOS 14 nm MLP+CNN+LSTM - - - 10500 1590

5.5 Full-digital Neuromorphic Accelerators
Neuromorphic computing aims at a paradigm shift from Von Neumann-based architectures to
distributed and co-integrated memory and processing elements, the granularity at which this
paradigm shift is achieved in digital implementations strongly varies between a distributed Von
Neumann or full-custom approach, from high to low processing and memory separation [80].
Neuromorphic chip architectures enable the hardware implementation of spiking neural networks
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(SNNs) [225] and advanced bio-inspired computing systems that have the potential to achieve even
higher energy e�ciency with respect to DNN stand-alone accelerators described so far [11].
A �rst example of a digital architecture for SNN and neuroscience simulation acceleration

is the SpiNNaker chip [201]. It follows a distributed von-Neumann approach using a globally
asynchronous locally synchronous (GALS) design for e�cient handling of asynchronous spike
data and is based on a 130 nm technology. SpiNNaker has been optimized for large-scale SNN
experiments while keeping a high degree of �exibility. The evolution of the architecture using 22
nm technology embedding 4 ARM Cortex M4F cores out of the 152 per chip is planned for the �nal
SpiNNaker 2 system [169]. The objective is to simulate two orders of magnitude more neurons
per chip compared to [201]. However, it has been demonstrated that GPU-based accelerators can
compare favorably to a SpiNNaker-based systemwhen it comes to large scale SNN and cortical-scale
simulations [146].
Full-custom digital hardware allows for higher-density and more energy-e�cient neuron and

synapse integration for spiking neural networks (SNN) compared to the two formerly described
accelerators [80]. All the accelerators to be reported in this document bene�t from moving the
memory (generally SRAM elements) closer to computation. The 45 nm design in [233] is a small-
scale architecture for SNN acceleration embedding 256 Leaky-Integration-Fire (LIF) neurons and
up to 64k synapses based on the Stochastic Synaptic Time Dependant Plasticity (S-STDP) concept.
It achieves a reasonably high neuron and synapse densities, despite the use of a custom SRAM
and given is energy-e�ciency �gures is an ideal choice especially for edge computing scenario.
At the same integration scale, the ODIN chip embeds 256 neurons and 64k Spike Driven Synaptic
Plasticity (SDSP)-based 4-bit synapses in a 28 nm CMOS process [81]. A �rst attempt to scale up
the NPU for SNN applications is represented by the 65 nm MorphIC chip, that bases on the ODIN
core integrated in a quadcore design [82].

Concerning large-scale neuromorphic platforms required for cognitive computing applications,
there are currently two designs o�ered: the 28 nm IBM TrueNorth [11] and the 14 nm Intel Loihi
[60] neuromorphic chips. TrueNorth is a GALS design embedding as high as 1M neurons and
256M binary non-plastic synapses per chip, where neurons rely on a custom model that allows
modifying their behaviors by combining up to three neurons [35]. Loihi is a fully asynchronous
design embedding up to 180k neurons and 114k (9- bit) to 1M (binary) synapses per chip. Neurons
rely on a LIF model with a con�gurable number of compartments to which several functionalities
such as axonal and refractory delays, spike latency and threshold adaptation have been added. The
spike-based plasticity rule used for synapses is programmable.
In digital designs for neuromorphic chips, versatility can be obtained with a joint optimiza-

tion comprising power and area e�ciencies. This �exibility in optimizing between versatility
and e�ciency in digital designs is highlighted with platforms going from versatility-driven (e.g.,
SpiNNaker) to e�ciency-driven (e.g., ODIN and MorphIC), through platforms aiming at a well-
balanced trade-o� on both sides (e.g., Loihi). Table 11 summarizes the main characteristics of the
neuromorphic chips described so far with a particular insight on the Energy per spike operation
(SOP) that is seen as a primary benchmarking factor for these architectures.

Table 11. Summary of Neuromorphic chip characteristics based on [80]

Chip name Technology Cores Core Area [mm2] Neurons per core Synapses per core Weights storage Supply Voltage [V] Energy per SOP [J]

SpiNNaker [201] 0.13 `m 18 3.75 1000 - O�-chip 1.2 >11.3n/26.6n
[233] 45 nm SOI 1 0.8 256 64k 1-bit SRAM 0.53 - 1.0 -
ODIN [81] 28 nm FDSOI 1 0.086 256 64k (3+1)-bits (SRAM) 0.55 - 1.0 8.4p/12.7p
MorphIC [82] 65 nm LP 4 0.715 512 528k 1-bit (SRAM) 0.8 - 1.2 30p/51p
TrueNorth [11] 28 nm 4096 0.095 256 64k 1-bit (SRAM) 0.7 - 1.05 26p
Loihi [60] 14 nm FinFET 128 0.4 1024 1M 1- to 9 bits (SRAM) 0.5 - 1.25 >23.6p
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NPU and Neuromorphic computing accelerators

MAC acceleration

Full-digital

Samsung [243]
UM+NVIDIA [297]
MediaTek [167]
Alibaba [129]
Samsung [206]
Samsung [207]

RRAM/PCM-based

RENO [171]
NTHU [289]
IBM [192]

Single chip NPUs

Full-digital

DaDianNao [43]
ShiDianNao [43]
Cambricon [298]

EIE [104]
STM [65]
IBM [198]
IBM [159]

In-memory computing

STM [64]
ISAAC [235]

PipeLayer [244]
NeuralPIM [33]
PRIME [49]

NeuRRAM [277]
Hermes [139]

Neuromorphic chips

SpiNNaker [201]
Seo et al. [233]
ODIN [81]

MorphIC [82]
TrueNorth [11]

Loihi [60]

Fig. 11. Taxonomy of neural accelerators discussed in Sections 4.2.1, 4.2.2, 5.3, and 5.4.

5.6 Accelerators based on Multi-Chip Modules
The semiconductor industry has grown signi�cantly as a result of increased integration complexity,
resulting in improved performance and cost-e�ectiveness of transistors. Unfortunately, the trend
of increasing the number of transistors per die is slowing down, leading to a power-e�ciency
driven design era known as “dark silicon” [73]. While the number of transistors per die continues
to increase, many foundries are struggling to achieve the targeted area scaling per transistor, and
new process technologies are expected to slow down. The cost per transistor may no longer hold,
resulting in yield challenges and additional wafer costs. Circuit designers and computer architects
can no longer rely on the free availability of additional transistors and integration opportunities
with each new process node, and non-recurring engineering costs have also increased due to
fabrication and system complexity challenges [131].

5.6.1 Alternate Integration Technologies. Alternate integration technologies can provide cost re-
ductions and increase the number of transistors per circuit. These technologies include die-level
integration such as 3D die stacking with connections through micro-bumps or Through-Silicon
Vias (TSVs) [115], or through interposer-based 2.5D integration [299]. By partitioning a monolithic
SoC across multiple small dies, namely chiplets, (see Fig. 12a), yield per die can be improved and
metal layer count can be reduced, which can lead to a lower total IC cost [252]. In fact, larger chips
cost more due to two main factors: geometry and manufacturing defects. Fewer larger chips can
�t in a wafer, while defects in larger chips waste more silicon than defects in smaller chips [138].
Smaller chips can be packed more tightly, resulting in more chips that work. In general, making
smaller chips results in a higher yield of functioning chips (see Fig. 12b).

(a) (b)

Fig. 12. Die-level integration through TSV-based 3D and interposer-based 2.5D technologies 12a [252] and
overall number of chips and impact on yield of an example defect distribution for two di�erent chip sizes [138]
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Die-level integration provides new integration strategies like heterogeneous process integration
between dies that can improve performance and lower costs [299]. Additionally, this technology
can be used for the reuse of intellectual property to con�gure SoCs with di�erent die combinations
and reduce non-recurring overheads.
In multichip-module (MCM) silicon interposer-based integration, the interposer uses micro-

bumps to connect the smaller chips, which have a higher density than traditional C4 bumps. The
impedance across the interposer is the same as conventional on-chip interconnects. The only
downside is the additional cost of the interposer. Vertical 3D chip stacking involves combining
multiple chips with through-silicon vias (TSVs) for vertical interconnects. This technique has
the potential to o�er the highest bandwidth but it requires signi�cant cost and overall process
complexity as each die must be thinned and processed for TSVs. Overall, as 3D stacking is more
expensive and complex, while also potentially causing thermal issues, we focus on MCM silicon
interposer-based design in the following.

5.6.2 MCM Silicon Interposer-based Design. In 2.5D integration technology, an interposer is a
substrate that connects multiple dies (chiplets) together. There are two types of interposers: passive
interposers and active interposers [253]. Passive interposers are simple substrates that connect
multiple dies together without adding any active components. They mainly provide electrical
connections, signal routing, and thermal management between the dies. On the other hand, active
interposers contain active components such as transistors, capacitors, and inductors, in addition to
the electrical connections and signal routing provided by passive interposers. Active interposers
can perform some processing and signal conditioning functions between the dies. Regardless of the
interposer type used, a design based on a MCM silicon interposer o�ers several advantages over
single-chip designs, which can be summarized as follows.

• Increased Functionality: By using MCM, designers can combine multiple chips and func-
tionalities into a single package, thereby reducing the overall footprint and increasing
functionality. This can help reduce the overall cost of the product by reducing the number
of components required.

• Reduced Power Consumption: MCM-based designs can o�er better power e�ciency com-
pared to single-chip designs. This is because multiple chips can be optimized for di�erent
power requirements, which helps reduce the overall power consumption of the system.

• Higher Performance: MCM-based designs can o�er higher performance compared to single-
chip designs. This is because multiple chips can be optimized for di�erent tasks, which
helps increase the overall performance of the system.

• Improved Reliability: MCM-based designs can o�er improved reliability compared to single-
chip designs. This is because multiple chips can be used redundantly to improve fault
tolerance and increase system reliability.

• Cost Savings: MCM-based designs can often be less expensive than single-chip designs.
This is because MCMs can be manufactured using existing processes and technology, which
helps reduce the overall manufacturing cost. Additionally, MCMs can be designed to use
o�-the-shelf components, which helps reduce the cost of custom components.

Figure 13 presents a synthesized taxonomy of the MCM-based accelerators that will be introduced
in the following subsections.

5.6.3 General Purpose Chiplet-based Architectures. Chiplet-based designs are being utilized across a
wide range of platforms, tailored to support various application contexts. The challenges of creating
integrated SoCs for aerospace platforms in advanced semiconductor nodes are reported in [188] in
which authors highlight the possibility of creating heterogeneous mixtures of chiplets, including
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Fig. 13. Taxonomy of MCM based accelerators discussed in Section 5.6

di�erent embodiments of processors, ultradense memory servers, �eld-programmable gate array
clusters, and con�gurable analog and radiofrequency functional blocks. Further, some of the
features necessary to support scalability and heterogeneity with multi-domain, hybrid architectures
involving a mixture of semiconductor technologies and advanced packaging approaches are also
outlined. In [274] a chiplet-based computing system for climate prediction is presented. It integrates
high-throughput and energy-e�cient GPU chiplet, high-performance multi-core CPU chiplet, and
large capacity 3D memory. The system can achieve a bandwidth of 3 TB/s and power consumption
of 160 W at 1 GHz.

GPU platforms are also bene�ting from chiplet-based integration. In [19] a single-chip multi-core
GPU is broken down into multiple GPU chiplets to improve both performance and energy e�ciency
by increasing hardware resource utilization for both the GPU and DRAM chiplets, while also
mitigating the dark silicon e�ect. Additionally, breaking the larger GPU into multiple smaller
chiplets has resulted in improved wafer yield.
The design and implementation of a dual-chiplet Chip-on-Wafer-on-Substrate is presented

in [168] where each chiplet has four Arm Cortex-A72 processors operating at 4 GHz. The on-die
interconnect mesh bus operates above 4 GHz at a 2 mm distance and the inter-chiplet connection
features a scalable, power-e�cient, high-bandwidth interface achieving 8 Gb/s/pin and 320 GB/s
bandwidth.
The above work use use 2.5D integration technology based on passive interposer. In [275] the

authors observe that current passive interposer solutions still lack �exibility and e�ciency when it
comes to long-distance communication, smooth integration of chiplets with incompatible interfaces,
and easy integration of less-scalable analog functions, such as power management and system
input/output signals (IOs). Thus, they present a CMOS Active Interposer that integrates power
management and distributed interconnects, enabling a scalable cache-coherent memory hierarchy.
The proposed platform integrates six chiplets onto the active interposer, o�ering a total of 96 cores.

The exploitation of active interposer as a way to address energy e�ciency and computing density
issues in high performance computing (HPC) for exascale architectures is discussed in [178]. The
authors suggest that the integration of chiplets, active interposer, and FPGA can lead to dense,
e�cient, and modular compute nodes. They detail the ExaNoDe multi-chip-module which combines
various components and demonstrate that multi-level integration allows for tight integration of
hardware accelerators in a heterogeneous HPC compute node.
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5.6.4 Domain Specific Chiplet-based Architectures. In the realm of deep learning, chiplet-based
design is utilized to create hardware accelerator platforms that are both e�cient and scalable.
Designing AI processors for data explosion computing due to the physical limitations of semi-

conductors and high costs is challenging. In [152] authors propose chiplet-based design as a viable
solution to this problem. They outline various aspects of designing a chiplet AI processor, including
incorporating NPU chiplets, HBM chiplets, and 2.5D interposers, ensuring signal integrity for
high-speed interconnections, power delivery network for chiplets, bonding reliability, thermal
stability, and interchiplet data transfer on heterogeneous integration architecture. They conclude
that chiplet-based design provides higher performance at a lower cost compared to IP-based design.
Data intensive deep learning (DL) algorithms with strict latency constraints require balancing

both data movement and compute capabilities. Thus, persistent approaches that keep the entire DL
model on-chip are becoming the new norm for real time services to avoid the expensive o�-chip
memory accesses. In [194] it is shown how the integration of FPGA with ASIC chiplets outperform
GPU based platforms (NVIDIA Volta) in terms of latency by enhancing on-chip memory capacity
and bandwidth, and provide compute throughput matching the required bandwidth. Speci�cally, it
is reported that the GPU and chiplet-based FPGA computing capabilities are 6% and 57% of their
peak, respectively. In terms of delay and energy e�ciency, the FPGA outperforms the GPU with a
delay that is 1/16 and energy e�ciency that is 34x better than the GPU’s peak performance.

In [273] the authors investigate the recentmulti-core trend in deep-learning accelerators evolution
as a solution to further increase throughput and match the ever-growing computational demands.
Chiplet integration is considered a promising implementation strategy for both homogeneous and
heterogeneous multi-core accelerators.

Personalized recommendations, a crucial component of various application domains, are powered
by machine learning algorithms. In [117] authors present a new chiplet-based hybrid sparse-dense
accelerator called Centaur, which addresses memory-intensive embedding layers and compute-
intensive multi-layer perceptron layers. The proposed accelerator demonstrates signi�cant per-
formance speedup and energy e�ciency improvement compared to conventional approaches
monolithic approaches.
The trend towards developing high throughput and energy-e�cient neural network hardware

accelerators due to the growing complexity and dimension of neural network algorithms is analyzed
in [154]. The authors propose a chiplet-based architecture for a multi-core neuromorphic processor
with a chip-package co-design �ow. It is shown how the proposed design is reusable for di�erent
neuromorphic computing applications by scaling the number of chips in a package and by reusing
existing IPs from di�erent technology nodes with 2.5D integration technology.

The challenges of using modern deep neural network (DNN) accelerators in multi-tenant DNN
data centers are investigated in [288]. The MCM architecture is proposed as a promising approach
to address this issue, but highlights the challenge of distributing DNN model layers with di�erent
parameters across chiplets. Thus the authors present Lego MCM architecture with a dynamic
scheduler that adapts to the size of DNN model layers and increases chiplet utilization. The results
show that Lego MCM achieves a 1.51x speedup over a monolithic DNN accelerator.

Chimera [216] is a non-volatile chip for DNN training and inference that does not require o�-chip
memory. Multiple Chimera accelerator chiplets can be combined in a multi-chip system to enable
inference on models larger than the single-chip memory with only 5% energy overhead.
Chiplet-based processing-in-memory DNN hardware accelerator have also been proposed.

SWAP [238] is a DNN inference accelerator based on the 2.5D integration of multiple resistive
RAM chiplets that allows fabrication cost reductions. The authors also propose a design space
exploration �ow to optimize the interconnection Network-on-Package, minimizing inter-chiplet
communications and enabling link pruning.



A Survey on Deep Learning Accelerators for Heterogeneous HPC Platforms 37

Inter-chiplet communication remains one of the main challenges in multi-chiplet architectures.
Authors in [166] investigate photonic-based interconnects as an alternative to metallic-based
inter-chiplet networks and propose a DNN inference accelerator namely SPRINT.

Fig. 14. Simba architecture [237] from le� to right: package with 36 chiplets, chiplet, and processing element.

Finally, as a representative chiplet-based DNN hardware accelerator, we report Simba [237, 301].
Simba is a scalable deep neural network (DNN) accelerator consisting of 36 chiplets connected
in a mesh network on a multi-chip-module using ground-referenced signaling. Simba enables
�exible scaling for e�cient inference on a wide range of DNNs, from mobile to data center domains.
The prototype achieves high area e�ciency, energy e�ciency, and peak performance for both
one-chiplet and 36-chiplet systems. Simba architecture is shown in Fig. 14. It implements a tile-
based architecture and adopts a hierarchical interconnect to e�ciently connect di�erent processing
elements (PEs). This hierarchical interconnect consists of a network-on-chip (NoC) that connects
PEs on the same chiplet and a network-on-package (NoP) that connects chiplets together on the
same package. Each Simba chiplet contains an array of PEs, a global PE, a NoP router, and a
controller, all connected by a chiplet-level interconnect.

Table 12 presents a summary of the key characteristics of a representative subset of chiplet-based
DNN accelerators that were reviewed earlier.

6 OPEN CHALLENGES AND CONCLUSIONS
The Deep Learning ecosystem based on advanced computer architectures and memory technolo-
gies spans from edge computing solutions to high-performance servers, supercomputers, up to
large data centers for data analytics. In this context, the main objective of this survey is to pro-
vide an overview of the leading computing platforms utilized for accelerating the execution and
enhancing the e�ciency of high-performance Deep Learning applications. More in detail, this
survey includes GPU-based accelerators, Tensor Processor Units, FPGA-based accelerators, Neural
Processing Units and co-processors based on the open-hardware RISC-V architecture. The survey
also describes accelerators based on emerging technologies and computing paradigms, such as
3D-stacked Processor-In-Memory, emerging non-volatile memories such as the Resistive switching
Random Access Memory (RRAM) and the Phase Change Memory (PCM), Neuromorphic Processing
Units and Multi-Chip Modules.

In the following part of the section, we brie�y discuss open challenges of promising technologies
that can be used for the acceleration of Deep Learning workloads: quantum computing and photonic
computing.
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Table 12. Summary of Chiplet-based DNN Accelerators.

Simba [237] Centaur [117] Lego [288] Chimera [216] SWAP [238] SPRINT [166]

Technology 16nm FPGA FPGA 40nm - 28nm

Area 6 mm2* - 19016 LUT, 16916 FF
0.5 BRAM, 28 DSP† 29.2 mm2 - -

Power E�ciency 9.1 TOPS/W** - - 2.2 TOPS/W - -
Throughput 4–128 TOPS 0.313 TOPS - 0.92 TOPS - -
Frequency 161 MHz–1.8 GHz 200 MHz - 200 MHz - -
Precisions int8 - - int8, fp16 - -
On-chip Memory 752 KiB* - - 2.5 MB‡ - 128 KiB*
Chiplet Bandwidth 100 GB/s - - 1.9 Gbps - 180 Gbps
Processing Type Near-Memory Near-Memory Near-Memory Near-Memory In-Memory Near-Memory
Sparsity 7 3 7 7 7 7

Interconnect Wired Mesh
(GRS) - - Wired

App. speci�c‡‡
Wired
Pruned Optical§

Applications CNN Inference Recommendation
Inference

Multi-Tenant
Inference

Inference
Training

Multiple
Applications CNN Inference

*One chiplet, **When operating at a minimum voltage of 0.42 V with a 161 MHz PE frequency
†16⇥16 chiplet
‡2 MB RRAM, 0.5 MB SRAM, ‡‡C2C links (77 pJ/bit, 1.9 Gbits/s)
§0.77 pJ/bit

There is a general agreement that quantum computers will not replace classical computing
systems, but they will be used in combination with supercomputers to accelerate some hard-to-
compute problems. Quantum computers will play the role of unconventional accelerators with
the goal to outperform conventional supercomputers, thanks to the improved parallelism which
enables the so-called quantum speedup.
An example of quantum speedup is provided by the Shor’s algorithm [240], which allows to

�nd the prime factors of a large number in polynomial-time, therefore faster than any classical
algorithm. Being the prime factorization at the hearth of breaking the RSA-based cryptography,
the Shor’s factorization algorithm immediately attracted the attention of national governments
and opened up the era of post-quantum cryptography. Other complex problems, where quantum
computing can help, include some fundamental numerical problems used in chemistry and physics
for the development of new drugs and materials. So far, research e�orts have been spent not only
in developing new algorithms, but also robust, reliable and scalable quantum bits, as well as the
quantum software stack (i.e. programming languages, compilers and runtime systems) needed to
take full advantage of the quantum speedup to solve complex real-world problems.

Recently, a survey on Quantum Computing technology appeared in [101], while another survey
on QC frameworks appeared in [264]. More speci�cally, there is a research trend on the so-called
Quantum Machine Learning [23] which aims at developing quantum algorithms that outperform
classical computing algorithms on machine learning tasks such as recommendation systems. More
in detail, classical deep neural networks inspired the development of Deep Quantum Learning
methods. The main advantage of these methods is that they do not require a large, general-purpose
quantum computer. Quantum annealers, such as the D-Wave commercial solutions [58], are well-
suited for implementing deep quantum learners. Quantum annealers are special-purpose quantum
processors that are signi�cantly easier to construct and to scale up than general-purpose quantum
computers. To answer to this research trend, Google proposed TensorFlow Quantum (TFQ) [28],
an open-source quantum machine learning library that could be used for prototyping hybrid
quantum-classical ML models for classical or quantum data
Governments, supercomputing centers and companies around the world have also started to

investigate �>F /,⌘4=/,⌘4A4 quantum processing units (QPUs) could �t into HPC infrastructures
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to speed up some heavy tasks, such as Deep Learning workloads. Emerging trends and commercial
solutions related to hybrid quantum-classical supercomputers are described in [114].
To address this challenging trend, in October 2022, the EuroHPC Joint Undertaking initiative

has selected six supercomputing centers across the European Union to host the �rst European
quantum computers by the end of 2023. The selected supercomputing centers will integrate quantum
computers and simulators (QCS) to build the so-called European Quantum Computing & Simulation
infrastructure (EuroQCS), o�ering researchers the cloud access to these resources. The view of the
European members of the EuroQCS community has recently been expressed in [75].
IBM Research was the �rst provider to o�er a cloud-based QC service: Qiskit [222], an open-

source SDK for working with quantum computers based on a library of quantum gates/circuits and
pre-built solutions for research and application developers. The remote users can develop quantum
programs and execute them on quantum simulators and cloud-based quantum processors.
Cloud providers have also jumped in the quantum race. In this way, Quantum Computing is

becoming accessible by cloud providers o�ering the software stack for customers to explore the
feasibility for their applications. As an example, Amazon Braket [27] is a quantum computing service
based on di�erent types of quantum systems and simulators (including the quantum annealer
from D-Wave) to speed up development of scienti�c research and software exploiting quantum
computing solutions.
On this trend, there is a general agreement that GPUs will play a key role in hybrid quantum-

classical computing systems. GPU company NVIDIA is not developing a quantum processor, but is
o�ering the CuQuantum software kit for quantum simulation. The NVIDIA’s CuQuantum DGX
hardware appliance integrates a software container on a full-stack quantum circuit simulator. The
system uses NIVIDIA’s A100 GPUs to accelerate quantum simulation workloads.

The second challenging and promising research direction is represented by the use of photonic
computing to further accelerate DL tasks on HPC infrastructures. Photonic computing relies on the
computation of electromagnetic waves typically via non-linear modulation and interference e�ects.
Photonic computing was originally introduced in the 1980s to address optical pattern recognition
and optical Fourier transform processing [14]. Despite the potential advantages of processing
parallelism and speed, optical computing has never translated in a commercial technology. Only
recently, due to the emergence of data intensive computing tasks such as AI, DL and ML, optical
computing has seen a renewed interest by the research community of DL.
There are two main advantages of optical computing, namely (i) the inherent speed of signal

transmission, where light pulses can be transferred without the typical RC delays and IR drop of
electrical interconnects, and (ii) the inherent parallelism, where multiple wavelengths, polarizations
and modes can be processed by the same hardware (e.g., waveguides, interferometers, etc.), without
interfering with each other. These properties can provide strong bene�ts to data-intensive comput-
ing tasks such as DL. For instance, multiple activations can be modulated in di�erent wavelengths
and be processed in parallel within the same optical network of synaptic weights, thus allowing
a high processing density. Finally, optical computing can overcome the memory wall of the von
Neumann architecture, since computation is done physically within the data, thus largely reducing
the amount of data that need to be transferred from the memory to the processing unit.

Photonic computing techniques have been reported by using di�erent approaches for the main
computational bottlenecks, i.e., matrix-vector multiplication (MVM), in conventional AI solutions.
For instance, MVM can be operated by microring resonators (MRRs) used as tunable �lters, where
the weight is encoded in a change of refractive index via thermo-optic, electro-optic, or phase-
change e�ect [239]. The nonlinear activation, where an arti�cial photonic neuron stimulated by an
optical input MVM signal nonlinearly generates an optical output, is signi�cantly more challenging.
As a result, non-linear activation is generally operated in the electrical domain by converting the
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optical MVM signals into electrical signals. Similarly, the electrical activation needs to be converted
to the optical domain by suitable coherent or incoherent light sources.
Photonic computing represents a promising platform for accelerating AI. For instance, it has

been estimated that photonic multiply-accumulate operations can show signi�cant improvements
over digital electronics in terms of energy e�ciency (> 102), speed (> 103), and compute density
(> 102) [190]. However there are still many challenges toward developing an industrially feasible
photonic system. The main challenge is the area/energy ine�ciency of processing across the mixed
optical/electronic domain. Optical-electrical conversion and vice versa results in a considerable
overhead in terms of area and power consumption. To bridge this gap, the research is develop-
ing silicon photonic integrated circuits (PICs) with increasing robustness, manufacturability and
scalability. From the accuracy viewpoint, it should be noted that photonic computing essentially
operates in the analog domain thus accuracy is deeply a�ected by accumulated noise and impre-
cision of the various optical devices, such as electro-optic and phase change modulators. These
challenges, which are similar to those arising in analog IMC, might be addressed and mitigated
by suitable hardware-software co-design, e.g., hardware-aware training or other system-level
calibration techniques.
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